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Abstract. A directed feedback vertex set (dfvs) is a subset of vertices of a graph, that, when
removed, makes the graph acyclic. The Directed Feedback Vertex Set problem (DFVS) is to find
such a subset. It is NP-complete, hence, we do not know how to solve it efficiently.

In this work we explore practical approaches to find a minimum dfvs on real word instances.
This was also the goal of the Parameterized Algorithms and Computational Experiments (PACE)
challenge 2022. Our submission obtained the second place in the exact track and was the best
student team.

Our first step of finding a minimum dfvs is to apply a set of data reduction rules. These are
applied in polynomial time and reduce the size of the instance. We give a detailed overview of
existing and new data reduction rules.

A kernel can be seen as a collection of reduction rules with theoretical guarantees. It is a poly-
nomial time algorithm that takes a problem instance and returns a smaller equivalent instance
with a bound on its size. We show that a very simple reduction rule removes the input restriction
for the kernel of Bergougnoux et al. (2021). After its application, we obtain an instance with
at most O (f 4) vertices, with f being the size of a minimum feedback vertex set on its cycle
preserving undirected graph.

We implemented several techniques to solve a reduced instance. We achieved best results when
performing an iterative reduction to Hitting Set, which we then either reduce to Integer Linear
Program, Max SAT or Vertex Cover. Solvers for these three problems already exist, which can
solve large instances in practice.

Depending on the instance, we select the best suitable solving approach. For the first time, we
explain the solver that we submitted in detail and present an improved version. We compare
our results with approaches of other challenge participants, in particular DAGer, the winner of
the exact track. Our improved solver is now able to solve the same number of instances within
the time limit of the PACE challenge.

Keywords: Design and analysis of algorithms, Directed Feedback Vertex Set, Graph theory,
Parameterized complexity



Kurzfassung.

Ein Directed Feedback Vertex Set (Dfvs) ist eine Teilmenge der Knoten eines Graphen, sodass
der restliche Graph wenn sie entfernt würde kreisfrei wird. Das Directed Feedback Vertex Set
Problem (DFVS) beschreibt die Suche nach einer solchen Teilmenge. Es ist NP-vollständig, wir
kennen also keinen Weg, es effizient zu lösen.

In dieser Arbeit erkunden wir Ansätze, ein kleinstmögliches Dfvs auf realistischen Probleminstan-
zen finden zu können. Dies war auch das Ziel des Parameterized Algorithms and Computational
Experiments (PACE) Wettbewerbs 2022. In der Kategorie »Exakt« hat unser Wettbewerbsbei-
trag den zweiten Platz erreicht und wir waren das beste Studierendenteam.

Unser erster Schritt, ein Dfvs zu finden, war die Anwendung von verschiedenen Datenreduktion-
sregeln. Diese werden in polynomieller Zeit berechnet und verringern die Größe der Problem-
instanz. Wir stellen bekannte und neue Reduktionsregeln detailliert vor.

Ein Kernel kann als Kombination von Reduktionsregeln verstanden werden. Es ist ein Polyno-
mialzeitalgorithmus der eine kleinere, gleichwertige Instanz mit einer beschränkten Größe er-
rechnet. Wir zeigen, dass eine sehr einfache Reduktionsregel die Eingabebeschränkung des
Kernels von Bergougnoux et al. (2021) überflüssig macht. Nach seiner Anwendung erhalten
wir eine Instanz mit maximalO (f 4) Knoten, wobei f die Größe des kleinstmöglichen Feedback
Vertex Set auf dem zugrundeliegenden ungerichteten Graphen ist, wobei wir parallele Kanten
erhalten.

Wir haben verschiedene Techniken zum Finden der Lösung einer Probleminstanz implemen-
tiert. Unsere besten Ergebnisse haben wir bei einer iterativen Reduktion auf Hitting Set erzielt,
welches wir weiter auf Integer Linear Program, Max SAT oder Vertex Cover reduzieren. Soge-
nannte Solver können die drei genannten Probleme auch auf großen Eingaben aus praktischer
Sicht ziemlich schnell lösen.

Abhängig von der Probleminstanz wählen wir den vielversprechendsten Lösungsansatz. Wir
stellen sowohl den von uns eingereichen Solver erstmals detailliert vor, als auch eine verbesserte
Fassung vor. Zudem vergleichen wir unsere Ergebnisse mit denen von anderenWettbewerbsteil-
nehmenden, vor allem dem erstplatziertenDAGer. Unser verbesserter Solver ist jetzt in der Lage,
die selbe Zahl von Instanzen unter der Zeitbeschränkung des Wettbewerbs zu lösen.
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1. Introduction

Suppose we want to develop a new antibiotic drug against a specific type of bacteria.

Instead of developing a specific agent to target the bacterium directly, we could use existing
agents to inhibit reactions that produce its food supply (Tamura et al., 2010). This food is pro-
duced in a series of chemical reactions that turn some molecules into other molecules. Evolution
has made living organisms very robust and there are usually several alternative paths how a
specific molecule is produced within a cell (Deutscher et al., 2006). Overall, these reactions
therefore create a so called metabolic network.

Very simplified, it could look similar to Figure 1.1, with the reactions labeled R1 to R9 and the
exchanged molecules labeledM1 toM9.

A typical feature of metabolic networks are cycles, where the product of a reaction, though
a chain of other reactions is used again as an ingredient (Kun et al., 2008). A well known
example would be the Lactic Acid Cycle that becomes active during intensive physical work.

Let us assume that our existing agents are each able to inhibit a single reaction. However, as
there are several alternative paths how a specific molecule may be produced, we need to inhibit
multiple reactions. This comes with side effects, that are caused elsewhere and outside of our
current scope. To keep them at a minimum, we would search for a smallest combination of
reactions to inhibit.

R1 R2 R3

R4 R5 R6

R7R8 R9

M1

M1

M2

M2

M3M4M4M5

M6 M7

M7

M8 M8

M8

M9

Figure 1.1.: Simplified fictive example of a metabolic network with an optimum solution
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For the example in Figure 1.1, we could try to inhibit the reactions R1 and R6 and no cycle
would remain.

Within computer science and especially parallel and distributed programming, we can run into
problems because of concurrency. If two processes would read from the database at the same
time and recompute the value they have just read, the second process might overwrite what the
first process computed. A common technique to address this specific issue would be creating a
lock on the database entries that we want to update first and only after that write the new value.
When an entry is locked by a different process, we would simply wait until the computation of
the other process has completed.

However, two processes might receive a lock on the first entry they want to update and then try
to access the locked entry of the other process. They would now wait for each other, creating
a deadlock. Furthermore, we could end up with much more complex structures of processes
waiting for each other. A solution to recover from this situation would be to select a few processes
that are part of the deadlock and terminate them, for example to recompute them afterwards.

We however only want to terminate as few of these processes as possible. We could try to
analyze the structure of our deadlock to identify one such smallest set of processes (Großmann
et al., 2022).

A possible deadlock situation is depicted in Figure 1.2. We could terminate processes P1, P4,
P5 and P6 such that no deadlock would remain.

The careful reader has observed at this point, that we essentially solved the same problem twice,
even though the two examples came from very different disciplines. If we are able to define our
problem formally, we can try to find a general solution. Having solved the underlying principle,
we can furthermore adapt it to further instances where we encounter the problem again.

P0 P1 P2

P3 P4 P5 P6

P7 P8 P9

wait on each other

waits

waits

waits

waitswaitwaitswaits

waits waits wait wait
wait

waits wait

wait

Figure 1.2.: Processes waiting on each other in a deadlock
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a b c

e f g

h i j

d

Figure 1.3.: Example graph with minimum DFVS

The natural concept for formalizing networks, relations and connectivity is that of graphs. A
graph contains “vertices” to represent objects and, between these, “edges” to represent directed
relations between the objects.

The graph in Figure 1.3 is equivalent to the situation within the deadlock from Figure 1.2. How-
ever, we have made it abstract and only kept the information relevant for solving the problem.
This graph could also represent flow within a transportation network or resource and waste dis-
tribution in a circular economy. It could also represent articles of Wikipedia on a specific topic
and how they reference each other or different buildings on a university campus and regular
commutes between them. Or it could represent reactions within a cell as in the first example.

This thesis focuses on the Directed Feedback Vertex Set Problem (DFVS). DFVS is defined on
directed graphs. It can be characterized as identifying a small set of vertices that, when removed,
make the graph acyclic, preventing round walks in the remaining graph when only following the
edges in their own direction. This set of vertices is called the directed feedback vertex set (dfvs).
On the graph in Figure 1.3, the minimum dfvs would consist of vertices b, e, f and g. We will
formally define DFVS in Section 2.3.1.

When we are able to find a minimum dfvs, we are able to find the smallest set of vertices that
can be used to monitor or control internal circulation. We may therefore identify a set of crucial
points within our network. When mapping these back to our real world, these could be the
reactions we want to inhibit from our first example or the processes we need to terminate in our
second example.

These vertices could also represent the inspection points for transportation services, species play-
ing an important role in an ecosystem (Cozzens, 2015) or key processes in a circular economy.
We could also measure how fail-safe a system is and how much of it could be out of order
without it completely breaking down.
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a

bb

c

e

f

g

e

f

g

h

i

j

d

Figure 1.4.: Example of using DFVS for graph layouts

DFVS has been used for model checking in program verification (Lichtenstein and Pnueli, 1985),
for very-large-scale integration (VLSI) (Leiserson and Saxe, 1991) and for circuit design, espe-
cially to improve testability using a technique called partial scan that benefits from a small
DFVS (Chakradhar et al., 1994; Dey et al., 1994; Lin and Jou, 2000). There have been further
applications in Bioinformatics such as detecting cancer genes (R. Li et al., 2021).

It is possible to use DFVS for graph layouts, especially with a small dfvs on a fairly large graph.
The remaining vertices form an acyclic graph without any circular dependencies. We can thus
use a hierarchical layout for the remaining vertices and need to handle special cases for the
vertices that are part of a dfvs, for example using labels. This approach is depicted in Figure 1.4
on the example from Figure 1.3, repeating the vertices in the dfvs and placing the others such
that all edges are drawn from left to right.

The power of graphs is that we have a very simple data structure that can be used universally,
and are able to solve problems on them without being tied to a specific domain.

From a theoretical perspective, DFVS is one of the least understood classical NP-complete prob-
lems as defined by Karp (1972). At the same time, it is among the most researched and has
inspired several techniques within parameterized complexity (Lokshtanov, Ramanujan, Saurabh,
et al., 2019).

A common practice for practically solving instances of NP-complete problems is data reduction,
which is a type of preprocessing. We usually perform several data reduction rules that simplify
our problem instance. Afterwards, we can continue with other solving techniques such as branch-
and-bound. The more reduction rules we have applied, the easier this actual solving becomes.

A kernel can be understood as a collection of data reduction rules that allow for a size guarantee
of the remaining instance, depending on some measure. A common measure would be the size
of the solution to the problem itself. We often search for a kernel that produces an instance of
which the number of vertices is within a polynomial factor of the solution to the problem itself.
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In contrast to many other problems, we do not know if such a polynomial kernel exists for DFVS.
This is a major open question within theoretical computer science (Bang-Jensen et al., 2016)
and for example listed first in the list of open problems in (Fomin, Lokshtanov, et al., 2019a).

At the same time, there have not been a lot of previous implementations solving DFVS in practice.
It is therefore an ideal target for further research.

1.1. PACE Challenge

The Parameterized Algorithms and Computational Experiments (PACE) challenge is an inter-
national competition on efficiently solving theoretical problems in practice. In its 2022 iteration,
its main topic was DFVS, aiming to address the aforementioned issues (Großmann et al., 2022).
While its goal was to create solvers, efficient software systems combining several algorithms,
for solving real world DFVS instances, it was also expected to inspire theoretical results.

In the 2022 iteration, there have been two tracks. On the “Exact track”, exact solutions on a
range of instances were computed each with a time limit of half an hour. The “Heuristic track”
required finding solutions as small as possible on larger instances within five minutes.

Parts of the dataset of the PACE challenge that have been used in the heuristic track were
generated using graphs from real world sources such as Social Networks, Purchase Networks
and Wikipedia (Großmann et al., 2022). The other instances were generated artificially. A
large portion was overall fairly sparse, but very dense locally. As such, the problem instances
that our algorithms have been developed against are generally structured in ways that are
realistic for real world applications (Barabási and Albert, 1999).

Parallelism was disallowed, solvers were restricted to a single processor core. It was possible to
compete with almost any modern programming language. The entries had to be open source
and were each accompanied by a solver description. In total, there were 26 different teams
participating in the challenge with participants from 12 countries (Großmann et al., 2022).

We have participated in the PACE challenge as part of a student project (Bergenthal et al.,
2022). We were very successful on the exact track, achieving the second place and completing
as the best student team (Großmann et al., 2022). Among the main reasons for this success
were several data reduction rules that we found and that we have explored and combined
several different solving approaches. Our solver can be found in our public repository1.

However, since the focus of this challenge was on achieving practical improvements, we did not
discuss the details of our solving approach and its theoretical foundations. This can be seen as
the main practical inspiration for this thesis.
1GRAPA, GitLab Department 3, University of Bremen

https://gitlab.informatik.uni-bremen.de/grapa/java/dfvs-solver

https://gitlab.informatik.uni-bremen.de/grapa/java/dfvs-solver
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We continued working on DFVS from a theoretical point of view after the challenge. We were
able to find kernels on several graph classes. One that is directly inspired by our practical work
for the PACE challenge is presented in its own chapter in this thesis. We further obtained more
results on the hardness of the Edge on Induced Cycle problem. The results have been presented
at the SOFSEM conference (Dirks, Gerhard, et al., 2024).

We furthermore analyzed the properties of one data reduction rule that we discovered and were
able to show that it can produce an exact solution to the Edge on Induced Cycle problem, if
we exclude a specific graph as a directed minor. We have presented these results at the SKILL
conference (Dirks and Gerhard, 2024).

1.2. Objective of this thesis

With this thesis, we want to give an overview how the Directed Feedback Vertex Set problem
can be solved in practice. We want to support this both from a theoretical point of view and
evaluate our results experimentally.

1. We aim to collect and analyze data reduction rules that can be computed in poly-
nomial time.
An important result is, that we only need to consider induced cycles. We introduce a new
data reduction rule that heuristically solves the inverse Edge on Induced Cycle problem
on most occasions. Furthermore, we are able to show that this rule allows us to achieve
the kernel of Bergougnoux et al. (2021) without the need to supply a feedback vertex set
of our instance.

2. We implement and evaluate the data reduction rules.
The implementation of these rules can be found in the public repository.

3. We want to explore practical approaches to solve the reduced instances.
This involved a direct reduction from DFVS to Integer Linear Program and an indirect
reduction over Hitting Set to Integer Linear Program, Max SAT and Vertex Cover.

4. We further want to compare our results with those of other participants of the PACE
challenge.
Building upon their discoveries, we will create an improved version of our previous ap-
proach and the solver that we submitted to the PACE challenge.
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1.3. Structure of this thesis

In Chapter 2, we introduce notation and the concepts used in this thesis and provide an overview
of related optimization problems.

Chapter 3 provides an overview of existing, modified and novel data reduction rules. In Sec-
tion 3.7, we have created a new data reduction rule that is both effective in practice and leads
to an improved kernel for DFVS.

Chapter 4 gives an overview on DFVS kernelisation and explains the kernel of Bergougnoux
et al. that we were able to improve – which we explain in Section 4.3.

In Chapter 5, we compare different approaches to practically solving DFVS. We were able to
combine several different solving techniques towards a fairly unusual approach in Section 5.4
that lead to very substantial practical improvements. Another approach that has not been widely
explored previously and was efficient on some instances is a reduction to Vertex Cover in Sec-
tion 5.5.

We evaluate our solving approaches in Chapter 6. In Section 6.5, we explain how we were
able to improve our existing solver.

We conclude in Chapter 7 and give a detailed overview on possible further research.
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2. Preliminaries

In the following, we will use standard notation from graph theory (for example Bang-Jensen
and Gutin, 2009) and follow the definitions used in Bergougnoux et al. (2021) and Gerhard
(2021) wherever possible. We will repeat most of the notation beyond basic mathematical
notation. Definitions are highlightedhighlightedhighlightedhighlightedhighlightedhighlightedhighlightedhighlightedhighlightedhighlightedhighlightedhighlightedhighlightedhighlightedhighlightedhighlightedhighlighted.

2.1. General graph theoretic notation

A (directed) graphgraphgraphgraphgraphgraphgraphgraphgraphgraphgraphgraphgraphgraphgraphgraphgraph G = (V,E) consists of a set of verticesverticesverticesverticesverticesverticesverticesverticesverticesverticesverticesverticesverticesverticesverticesverticesvertices V (G) = V and a set of edgesedgesedgesedgesedgesedgesedgesedgesedgesedgesedgesedgesedgesedgesedgesedgesedges
E(G) = E ⊆ V (G)2, hence every edge e ∈ E(G) is a pair of vertices e = (u, v) with
u, v ∈ V (G). Unless otherwise noted, graphs are directed as we almost exclusively work on
directed graphs. In the literature, directed graphs are often called digraph. As we defined them
using sets, we will simply ignore adding vertices or edges if they have already been present.

We generally expect our graphs not to contain loopsloopsloopsloopsloopsloopsloopsloopsloopsloopsloopsloopsloopsloopsloopsloopsloops (w,w), as they are removed by our first
reduction rule. When two vertices u, v are connected by edges (u, v) and (v, u), we refer to the
vertices as connected by a bi-directed edgebi-directed edgebi-directed edgebi-directed edgebi-directed edgebi-directed edgebi-directed edgebi-directed edgebi-directed edgebi-directed edgebi-directed edgebi-directed edgebi-directed edgebi-directed edgebi-directed edgebi-directed edgebi-directed edge {u, v}. We write {u, v} ∈ E(G) if (u, v) , (v, u) ∈
E(G). An edge (u, v) is uni-directeduni-directeduni-directeduni-directeduni-directeduni-directeduni-directeduni-directeduni-directeduni-directeduni-directeduni-directeduni-directeduni-directeduni-directeduni-directeduni-directed if (v, u) /∈ E(G). The number of vertices and edges is
usually denoted as n = |V (G)| and m = |V (E)| respectively. If (u, v) /∈ E(G), we refer to
(u, v) as a non-edgenon-edgenon-edgenon-edgenon-edgenon-edgenon-edgenon-edgenon-edgenon-edgenon-edgenon-edgenon-edgenon-edgenon-edgenon-edgenon-edge.

Graphs, for exampleG = ({a, b, c, d} , {(a, b) , (a, c) , (b, a) , (b, d) , (c, b) , (c, d)})may be rep-
resented visually, as depicted in Figure 2.1a. Vertices (2.1b) are represented as circles. They
are usually labeled and, in this thesis, generally filled black if they do not have a special mean-

a b

c d

(a) Graph G

a b

c d

(b) Vertices V (G)

a b

a c

b a

b d

c b

c d

(c) Edges E(G)

a b

c

(d) A subgraph H ⊆ G

Figure 2.1.: Basic graph examples
(Adapted from Figure 2.1 in Gerhard, 2021)
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ing. If a vertex has a special meaning or is referenced in the text, it will usually not be filled, like
vertex b in the example. Edges are represented as arrows between two vertices (see 2.1c). In
this example, a and b are connected by a bi-directed edge {a, b}. There are several non-edges
such as (a, d) and (d, a), but also (d, c). We usually omit references to the current graph if it is
clear from the context.

A subgraphsubgraphsubgraphsubgraphsubgraphsubgraphsubgraphsubgraphsubgraphsubgraphsubgraphsubgraphsubgraphsubgraphsubgraphsubgraphsubgraph H ⊆ G is a graph that contains a subset of vertices and edges of a graph G with
V (H) ⊆ V (G) and E(H) ⊆ E(G). A subset of vertices V ′ ⊆ V (G) may be used to create
an induced subgraphinduced subgraphinduced subgraphinduced subgraphinduced subgraphinduced subgraphinduced subgraphinduced subgraphinduced subgraphinduced subgraphinduced subgraphinduced subgraphinduced subgraphinduced subgraphinduced subgraphinduced subgraphinduced subgraph G[V ′] with the set of vertices V (G[V ′]) = V ′ and edges E(G[V ′]) =
{(u, v) ∈ E(G) | u, v ∈ V ′}, which is the maximal subgraph on these vertices. Figure 2.1d
displays an example where both the vertex d and its incident edges, as well as two other edges
(a, b), (a, c), have been removed from G.

If an edge (u, v) exists, u is a predecessorpredecessorpredecessorpredecessorpredecessorpredecessorpredecessorpredecessorpredecessorpredecessorpredecessorpredecessorpredecessorpredecessorpredecessorpredecessorpredecessor of v and v a successorsuccessorsuccessorsuccessorsuccessorsuccessorsuccessorsuccessorsuccessorsuccessorsuccessorsuccessorsuccessorsuccessorsuccessorsuccessorsuccessor of u. The predecessorspredecessorspredecessorspredecessorspredecessorspredecessorspredecessorspredecessorspredecessorspredecessorspredecessorspredecessorspredecessorspredecessorspredecessorspredecessorspredecessors of v,
denoted as →N [v]G = {u | (u, v) ∈ E(G)} are all predecessors of v in G. Analogously, the
successorssuccessorssuccessorssuccessorssuccessorssuccessorssuccessorssuccessorssuccessorssuccessorssuccessorssuccessorssuccessorssuccessorssuccessorssuccessorssuccessors of v areN→ [v]G = {u | (v, u) ∈ E(G)}. We extend these definitions to sets of ver-
ticesW while ignoring possible edges between vertices within these sets. The in-neighborhoodin-neighborhoodin-neighborhoodin-neighborhoodin-neighborhoodin-neighborhoodin-neighborhoodin-neighborhoodin-neighborhoodin-neighborhoodin-neighborhoodin-neighborhoodin-neighborhoodin-neighborhoodin-neighborhoodin-neighborhoodin-neighborhood
ofW is defined as →N [W ]G =

⋃
w∈W

→N [w]G \E(G[W ]), the out-neighborhoodout-neighborhoodout-neighborhoodout-neighborhoodout-neighborhoodout-neighborhoodout-neighborhoodout-neighborhoodout-neighborhoodout-neighborhoodout-neighborhoodout-neighborhoodout-neighborhoodout-neighborhoodout-neighborhoodout-neighborhoodout-neighborhood N→ [W ]G
being defined analogously. The in-degreein-degreein-degreein-degreein-degreein-degreein-degreein-degreein-degreein-degreein-degreein-degreein-degreein-degreein-degreein-degreein-degree of a vertex v is →δ [v]G = |→N [v]G|, its out-degreeout-degreeout-degreeout-degreeout-degreeout-degreeout-degreeout-degreeout-degreeout-degreeout-degreeout-degreeout-degreeout-degreeout-degreeout-degreeout-degree
is δ→ [v]G = |N→ [v]G|.

ContractingContractingContractingContractingContractingContractingContractingContractingContractingContractingContractingContractingContractingContractingContractingContractingContracting two vertices u,w ∈ E(G) into a vertex vuw creates a new graph G′, where u and
w are merged into a single vertex vuw, retaining the neighborhoods of both. We replace the
two vertices with a single new vertex: V (G′) = (V (G) \ {u,w}) ∪ {vuw} and merge their
neighborhoods:

E(G′) = {(s, t) ∈ E(G) | s, t /∈ {u,w}}
∪ {(s, vuw) | s ∈ →N [{u,w}]}
∪ {(vuw, t) | t ∈ N→ [{u,w}]}

We contract (bi-directed) edges by contracting their endpoints.

ShortcuttingShortcuttingShortcuttingShortcuttingShortcuttingShortcuttingShortcuttingShortcuttingShortcuttingShortcuttingShortcuttingShortcuttingShortcuttingShortcuttingShortcuttingShortcuttingShortcutting a vertex v ∈ V (G) is the operation of removing it, V (G′) = V (G) \ {v}, and
connecting all of its predecessors with all of its successors:

E(G′) = {(s, t) ∈ E(G) | s 6= v, t 6= v} ∪ {(s, t) | s ∈ →N [v]G , t ∈ N
→ [v]G}

2.1.1. Undirected graphs

When explicitly specified, graphs may be undirected. They, as well as their related concepts
are defined in the same way as directed graphs with the following exceptions:

• There are only bi-directed edges {u, v}, referred to as edges. We do not draw arrows in
both directions, rather connect them with a single line.
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• Neighborhoods and degrees are defined just once for each vertex, N [v], δ [v].
• We allow parallel edges. We treat them as labeled edges and add a mapping parallel :
E 7→ n ∈ N0 counting the number of parallel edges. We generally ignore this unless
parallel(e) > 1.

Let G be an undirected graph. An undirected graph H is a minorminorminorminorminorminorminorminorminorminorminorminorminorminorminorminorminor of G obtainable from the
subgraph of a second undirected graph G using only a sequence of edge contractions. We
can picture the creation of such a minor as deleting vertices and edges from a graph and then
applying a set of contractions. If a graph H can be obtained by such a procedure from, it has
H as a minor.

2.1.2. Structures within graphs

A pathpathpathpathpathpathpathpathpathpathpathpathpathpathpathpathpath v1 vl ∈ G of length l is a sequence of distinct vertices (v1, . . . , vl) and connects ver-
tex v1 with vertex vl by l−1 edges e1 = (v1, v2) , e2 = (v2, v3) , . . . , el−1 = (vl−1, vl) ∈ E(G).
In Figure 2.2a, the graph contains a path (a, b, c, d) of length four. We are sometimes only
interested in the existence of a path without paying attention to the length or specific vertices.
We use wavy lines to represent this visually, Figure 2.2b.

A cyclecyclecyclecyclecyclecyclecyclecyclecyclecyclecyclecyclecyclecyclecyclecyclecycle is a v w-path closed by an edge (w, v). A cycle made up of k vertices is referred to as
a k-cycle and has k edges. In Figure 2.2c, the graph contains a 4-cycle (a, b, c, d). In undirected
graphs, cycles may use each bi-directed edge only once. Parallel edges form a two-cycle on
their vertices.

The vertices of a path are denoted as V (v1 vn) = {v1, . . . , vn}. The internal verticesinternal verticesinternal verticesinternal verticesinternal verticesinternal verticesinternal verticesinternal verticesinternal verticesinternal verticesinternal verticesinternal verticesinternal verticesinternal verticesinternal verticesinternal verticesinternal vertices of a
path are all vertices except for their end points internal(v1 vn) = V (v1 vn) \ {v1, vn}. A
path is inducedinducedinducedinducedinducedinducedinducedinducedinducedinducedinducedinducedinducedinducedinducedinducedinduced (sometimes called chordless) if and only if the subgraph induced by its vertices
does not contain any edges other than the edges of the path itself. The same applies to induced
cycles. As we do not allow loops, 2-cycles are always induced.

The path p = (a, b, c, d) is induced in Figure 2.2a but not in Figure 2.2d, as there exists a
shortcut from a to d. Neither is p in Figure 2.2e It would not be induced either if an edge in the
other direction existed, for example (d, a), (c, b) or (c, a). The cycle on the vertices (a, b, c, d)
is not induced on the graph in Figure 2.2f, but a, b, d would be.

A complete graphcomplete graphcomplete graphcomplete graphcomplete graphcomplete graphcomplete graphcomplete graphcomplete graphcomplete graphcomplete graphcomplete graphcomplete graphcomplete graphcomplete graphcomplete graphcomplete graph Kn contains all possible edges between its n ≥ 1 vertices, that is, for any
two distinct vertices u, v ∈ V (Kn), u 6= v : (u, v), (v, u) ∈ E(Kn). A k-cliquek-cliquek-cliquek-cliquek-cliquek-cliquek-cliquek-cliquek-cliquek-cliquek-cliquek-cliquek-cliquek-cliquek-cliquek-cliquek-clique is a set of k
vertices that induce a complete graph. Contrarily, a k-independent setk-independent setk-independent setk-independent setk-independent setk-independent setk-independent setk-independent setk-independent setk-independent setk-independent setk-independent setk-independent setk-independent setk-independent setk-independent setk-independent set is a set of k vertices that
induce an edgeless graph. We may omit the k in both cases if the size is not relevant or clear
in its context.
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(a) A path p = (a, b, c, d)
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(b) A path p connecting a and d
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(c) A cycle c = (a, b, c, d)
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d

(d) Path p is not induced
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(e) Path p is not induced
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(f) Cycle c is not induced

Figure 2.2.: Path examples
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(a) A graph
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directed(G)

(b) Directed subgraph

a b

c d
undirected(G)

(c) Undirected subgraph
a b

c d
G

(d) Underlying undirected graph

a b

c d
G

(e) Cycle preserving undirected graph

Figure 2.3.: A directed graph, split into its subgraphs and undirected structures

In some cases, only the bi-directed or uni-directed edges of a graph G are relevant. They
form the directed subgraphdirected subgraphdirected subgraphdirected subgraphdirected subgraphdirected subgraphdirected subgraphdirected subgraphdirected subgraphdirected subgraphdirected subgraphdirected subgraphdirected subgraphdirected subgraphdirected subgraphdirected subgraphdirected subgraph directed(G) = {V (G), {(s, t) ∈ E(G) | (t, s) /∈ E(G)}} and
the undirected subgraphundirected subgraphundirected subgraphundirected subgraphundirected subgraphundirected subgraphundirected subgraphundirected subgraphundirected subgraphundirected subgraphundirected subgraphundirected subgraphundirected subgraphundirected subgraphundirected subgraphundirected subgraphundirected subgraph undirected(G) = {V (G), {{s, t} | (s, t), (t, s) ∈ E(G)}}. Their
union is the original graph. For a directed graph G, the underlying undirected graphunderlying undirected graphunderlying undirected graphunderlying undirected graphunderlying undirected graphunderlying undirected graphunderlying undirected graphunderlying undirected graphunderlying undirected graphunderlying undirected graphunderlying undirected graphunderlying undirected graphunderlying undirected graphunderlying undirected graphunderlying undirected graphunderlying undirected graphunderlying undirected graph is cre-
ated by converting all edges to bi-directed ones, G = (V (G), {{u, v} | (u, v) ∈ E(G)}). The
cycle preserving undirected graphcycle preserving undirected graphcycle preserving undirected graphcycle preserving undirected graphcycle preserving undirected graphcycle preserving undirected graphcycle preserving undirected graphcycle preserving undirected graphcycle preserving undirected graphcycle preserving undirected graphcycle preserving undirected graphcycle preserving undirected graphcycle preserving undirected graphcycle preserving undirected graphcycle preserving undirected graphcycle preserving undirected graphcycle preserving undirected graphG of a graphG has the same set of vertices and edges, how-
ever it counts bi-directed edges of the original graph as two parallel edges: parallel({u, v}) =
|{(u, v), (v, u)} ∩ E(G)|. An example is shown in Figure 2.3.

An induced partial orderinduced partial orderinduced partial orderinduced partial orderinduced partial orderinduced partial orderinduced partial orderinduced partial orderinduced partial orderinduced partial orderinduced partial orderinduced partial orderinduced partial orderinduced partial orderinduced partial orderinduced partial orderinduced partial order ≤ over a set A, assigns each element a rankrankrankrankrankrankrankrankrankrankrankrankrankrankrankrankrank. In our case, we usually
create orders for vertices of a graph with A = V (G). An element might share a rank with
another element rank(a) = rank(b) for a 6= b for a, b ∈ A if we do not restrict it with additional
constraints. For any a, b, c ∈ A, the following conditions must hold:

1. If rank(a) ≤ rank(b) and rank(b) ≤ rank(c), then rank(a) ≤ rank(c).
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2. If rank(a) ≤ rank(b) and rank(b) < rank(c), then rank(a) < rank(c).
3. If rank(a) < rank(b) and rank(b) ≤ rank(c), then rank(a) < rank(c).

A graph G is acyclicacyclicacyclicacyclicacyclicacyclicacyclicacyclicacyclicacyclicacyclicacyclicacyclicacyclicacyclicacyclicacyclic if it does not contain any cycles. For no v, w ∈ V (G), v 6= w both v w
and w v. In the literature, it is sometimes called DAG, short for directed acyclic graph. We
can impose a linear orderlinear orderlinear orderlinear orderlinear orderlinear orderlinear orderlinear orderlinear orderlinear orderlinear orderlinear orderlinear orderlinear orderlinear orderlinear orderlinear order, sometimes called topological order, on an acyclic graph, that is a
special case of a partial order, such that:

1. For all pairs of vertices v 6= w rank(v) 6= rank(w).
2. For all edges (s, t) ∈ E(G) the vertices adhere to the order, rank(s) < rank(t).

A strongly connected componentstrongly connected componentstrongly connected componentstrongly connected componentstrongly connected componentstrongly connected componentstrongly connected componentstrongly connected componentstrongly connected componentstrongly connected componentstrongly connected componentstrongly connected componentstrongly connected componentstrongly connected componentstrongly connected componentstrongly connected componentstrongly connected component is a maximal subgraph G′ ⊆ G in which all vertices are
pairwise reachable by a path. For each v, w ∈ V (G′), v w and w v. All vertices of an
acyclic graph are their own individual strongly connected components. An s−t-cuts−t-cuts−t-cuts−t-cuts−t-cuts−t-cuts−t-cuts−t-cuts−t-cuts−t-cuts−t-cuts−t-cuts−t-cuts−t-cuts−t-cuts−t-cuts−t-cut is a set of
vertices C ⊆ V (G) such that no s t-path in G[V (G) \ C] exists.

Similarly, a forestforestforestforestforestforestforestforestforestforestforestforestforestforestforestforestforest is an undirected graph that does contain any cycle. Vertices of a connectedconnectedconnectedconnectedconnectedconnectedconnectedconnectedconnectedconnectedconnectedconnectedconnectedconnectedconnectedconnectedconnected
componentcomponentcomponentcomponentcomponentcomponentcomponentcomponentcomponentcomponentcomponentcomponentcomponentcomponentcomponentcomponentcomponent G′′ ⊆ G are pairwise reachable on an undirected subgraph H ⊆ G. A treetreetreetreetreetreetreetreetreetreetreetreetreetreetreetreetree is a
forest that only contains exactly one connected component.

Finally, a classclassclassclassclassclassclassclassclassclassclassclassclassclassclassclassclass of graphs G with a certain property is a set of graphs, such that each graph
G ∈ G fulfills this property. An example could be planar graphs that, simply put, is the class
of all graphs that can be drawn on the plane without crossing lines. There are also properties
assigning a value to a graph based on a specific measure such as treewidth, where all graphs
that are assigned the same value are in the same graph class. Another common definition of
graph classes are based on excluding a specific graph as a minor or using one of the directed
adaptations of this concept.

2.1.3. Algorithms

We use O-notation to describe the worst case running time of algorithms while hiding constant
factors. For an input size x, its actual function g(x)will be inO (f(x)) if there are fixed constants
c, x0 such that for all x ≥ xo, the value g(x) ≤ c · f(x) (Knuth, 1976). We will mostly use
functions over the number of vertices and edges, n and m of graphs.

Depending on the function f(x) describing the worst case running time in O (f(x)) of an algo-
rithm, we say that it is constantconstantconstantconstantconstantconstantconstantconstantconstantconstantconstantconstantconstantconstantconstantconstantconstant for f(x) = 1, linearlinearlinearlinearlinearlinearlinearlinearlinearlinearlinearlinearlinearlinearlinearlinearlinear for f(x) = x, quadraticquadraticquadraticquadraticquadraticquadraticquadraticquadraticquadraticquadraticquadraticquadraticquadraticquadraticquadraticquadraticquadratic for f(x) = x2

and cubiccubiccubiccubiccubiccubiccubiccubiccubiccubiccubiccubiccubiccubiccubiccubiccubic for f(x) = x3. If there is a fixed c for f(x) = xc, it is polynomialpolynomialpolynomialpolynomialpolynomialpolynomialpolynomialpolynomialpolynomialpolynomialpolynomialpolynomialpolynomialpolynomialpolynomialpolynomialpolynomial, for f(x) = cx

it becomes exponential. Although worse dependencies exist, they are generally not relevant
within our context.

There are some basic algorithms that are used and referenced throughout the thesis.
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We can use a breadth first search (BFS) to efficiently find a set of vertices that a vertex v can
reach, Algorithm 2.1. We start with the successors v and iteratively add successors that we
can reach from the reachable vertices to the set of reachable vertices. We can furthermore
modify this search to find a shortest s t-path. For vertex, we track the source from which we
first encountered it and afterwards trace back this shortest path. We write s t = bfs(s, t) for
searching this shortest path. Since we inspect each edge at most once, this is possible inO (m).

Algorithm 2.1: Breadth First Search
Input: Graph G, source vertex s
Output: The set of all vertices reachable from s

1 Q := {s} // Initialize queue with single queued vertex
2 R := ∅ // Track vertices that we have reached
3 while Q is not empty do
4 v := poll(Q) // Select and remove first element in queue
5 for each w ∈ N→ [v] do
6 if w /∈ R then
7 R← R ∪ {w} // Remember not to add w again
8 if w 6= s then
9 Q← Q ∪ {w} // Add w to the queue if it is not s

10 end
11 end
12 end
13 end
14 return R // All vertices we have visited in our search

We can efficiently find minimum s−t-cuts using the method of Ford and Fulkerson (1956) and
its efficient implementation by Dinitz in 1970 (Dinitz, 2006). It applies an iterative search to
augment a set of disjoint paths that have been found. As our graphs are not weighted, we
assume a unit weight, allowing this search to complete in O (

√
n ·m) (S. Even and Tarjan,

1975).

We will subsequently use pseudo-code to specify algorithms in a formal way. We already used
it in Algorithm 2.1 for BFS. It is closely resembling constructs found in programming languages.
Input and output explain which data structures are provided to the algorithm and what it returns,
sometimes also how this output can be interpreted and used. We initially assign values with
:= and reassign values with ←. We generally assume efficient data structures and that basic
operations such as poll on queues are known and use notation otherwise used in the context
of sets. We use // comments to additionally explain the working of the algorithm in natural
language.
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2.2. Complexity Theory

We already introduced several problems in the introduction informally. Formally, a parame-parame-parame-parame-parame-parame-parame-parame-parame-parame-parame-parame-parame-parame-parame-parame-parame-
terized decision problemterized decision problemterized decision problemterized decision problemterized decision problemterized decision problemterized decision problemterized decision problemterized decision problemterized decision problemterized decision problemterized decision problemterized decision problemterized decision problemterized decision problemterized decision problemterized decision problem is a language L ⊆ Σ∗ × N over a fixed, finite alphabet Σ. For an
instance (x, k) ∈ Σ∗×N, the string x may encode some information, in our case often a graph,
while the positive integer k is called the parameterparameterparameterparameterparameterparameterparameterparameterparameterparameterparameterparameterparameterparameterparameterparameterparameter (Fomin, Lokshtanov, et al., 2019c). An
algorithm that receives (x, k) and correctly returns true if and only if (x, k) ∈ L decidesdecidesdecidesdecidesdecidesdecidesdecidesdecidesdecidesdecidesdecidesdecidesdecidesdecidesdecidesdecidesdecides L,
solving the decision problem.

In general, we want to solve problems fast and obtain an exact solution on all instances.

Complexity theory studies properties of problems especially linked to the running time and space
in memory required for the execution of algorithms solving it. These are called time complexity
and space complexity. We only consider time complexity in this thesis. For being able to
execute algorithms in practice, there is a major difference between problems that can be solved
in polyomial time and problems requiring exponentially or an even worse number of computation
steps.

The classP contains all problems for which an algorithm deciding it within polynomial time exists.
Problems in NP could be solved within polynomial time if we are able to use non-determinism
within our algorithms, effectively being able to compute several paths in parallel. Obviously
P ⊆ NP, while a major open problem within computer science is determining if P = NP. As a
standard assumption in complexity theory, we assume that P 6= NP.

We can verify a solution to a problem in NP within polynomial time. This is called a certifi-
cate. Since we could perform this verification while trying out all exponentially many possible
certificates, we can solve all problems in NP in exponential time using a brute-force search.

A reductionreductionreductionreductionreductionreductionreductionreductionreductionreductionreductionreductionreductionreductionreductionreductionreduction is an algorithm that takes an instance (x, k) ∈ Σ∗ × N of a problem L ⊆ Σ∗ × N
and returns an instance (x′, k′) of another problem L′ ∈ Σ′ × N such that (x′, k′) ∈ L′ if and
only if (x, k) ∈ L. It reducesreducesreducesreducesreducesreducesreducesreducesreducesreducesreducesreducesreducesreducesreducesreducesreduces L to L′.

We are able to reduce all problems in NP within polynomial time to problems that are NP-hard.
While NP-hard problems may be outside of NP, problems that are both in NP and are NP-
hard are NP-complete. That all these NP-complete problems are essentially equally difficult to
solve was first discovered by Karp in 1972.

DFVS is a classical NP-complete problem as defined by (Karp, 1972). Examples of other
classical NP-complete problems that we will discuss in Section 2.3 are Vertex Cover, Hitting
Set and Satisfiability.

Since DFVS is NP-complete, if we want to obtain a correct solution and use an algorithm to
solve it, we expect to need an exponential number of steps with respect to the input size n+m
in the worst case.
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Figure 2.4.: Conflicting properties of algorithms
(Figure 1.2 from Gerhard, 2021)

We are, however, able to create efficient algorithms if we abandon one of our desired guaran-
tees as depicted in Figure 2.4. If we did not require our solution to be exact, we might produce
a much faster algorithm. We generally call this a heuristic.

If we have a guarantee with respect to the optimal solution size, we call this an approxima-
tion. For example, we could try to create a c-approximation, that is an algorithm that will run
in polynomial time on all instances and will output a result at most c-times as large as the mini-
mum solution. DFVS, however, is Approximable-Hard, so we cannot hope for such a constant
factor approximation (Karp, 1972; Sun, 2024). The best approximation factor we know is
O (log (k) log (log (k))) (G. Even et al., 1998).

However, we can extract a function f(k) of the parameter k to gain a more fine grained view on
computation time. If extracting such a function allows us to create an algorithm with a running
time f(k) · nO(c) for a fixed constant c, the problem is called fixed parameter tractable, FPT.
For all instances of the same parameter size, we are then able to solve the problem within
polynomial time depending otherwise only on the input size n. In our case this would usually
be the solution size k.

DFVS is FPT when parameterized by its solution size k, since the algorithm of Chen et al.
(2008) completes within at most k!·4k·nO(1)+1 steps. We effectively obtain an efficient algorithm
for the class of all graphs with a dfvs of size k. The parameter hides the actual hardness of the
problem, such that f(k) itself has to be exponential at best, since we assume P 6= NP. In our
case using the algorithm by Chen et al., it is even factorial.

An important result within parameterized complexity is that if a problem is FPT, there exists a
kernel (Fomin, Lokshtanov, et al., 2019c, Theorem 1.4). A kernel is an algorithm that takes an
instance of a problem, runs for limited time and returns an instance of the same problem that
has a size with a guarantee dependent on the parameter. Using the approach explained by
Fomin, Lokshtanov, et al., we can execute the algorithm by Chen et al. for k! · 4k ·nO(1)+1 steps.
If it decided the problem, we effectively return its answer using a constant size yes-instace or
no-instance, respectively. Otherwise, we return the instance itself, having ensured that it has a
size smaller than k! · 4k since we would have been able to solve it otherwise.
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We are generally more interested in the existence of a polynomial size kernel, since it easily
translate to practical applications. We could first kernelize the instance and after that apply
non-polynomial time techniques directly solving the instance, for example branching algorithms
that improve upon using regular brute-force search.

For DFVS such a polynomial kernel has not been found for general instances, nor has it been
ruled out (Großmann et al., 2022). While making further standard assumptions, there are
problems that are FPT for which no polynomial kernel exists (Bodlaender, Downey, et al.,
2009).

2.3. Important NP-Complete Problems

While the focus of this thesis is on solving DFVS, there are three problems that are closely related:
Vertex Cover, Feedback Vertex Set and Hitting Set.

Furthermore, Satisfiability, its extensions and Integer Linear Program are very problems that
are well suitable for reduction. We will discuss them in further detail since there are well opti-
mized programs, called SAT- and ILPsolvers that can solve them.

All of these problems are usually given as decision problems. For a graph problem, this would
be given an integer k and a graph G, can we find a solution of size k for G?

Most problems also have optimization variants. This view is helpful for many practical applica-
tions in general and the PACE challenge in particular as it was about a minimization problem.
What is a dfvs S on a graph G, such that if it has size k = |S|, there is no dfvs of size k − 1
on G. We will thus state all of the following problems in their optimization variant. For other
problems such as Max SAT, a maximization may be the natural optimization.

They however are closely related. In our case, instead of deciding whether a graph contains a
dfvs of a specific size, we will compute a minimum dfvs that can be found on such an instance. It
is easy to solve the decision problem when being able to solve the optimization problem: Take
the instance, compute a minimum dfvs and accept if and only if the computed solution is at most
as large as the requested size. If, on the other hand we already decided that a graph contains
a dfvs of a specific size, we will be able to find a minimum solution at least as small.

We already give an overview over the reductions that we will explain in the following sections
in Figure 2.5. This figure also includes a selection of reductions that we will not cover but help
to understand the context of practical solving.
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1 Directed Feedback Vertex Set

2 Vertex Cover

Max Clique

4 Hitting Set

7 Max SAT

Independent Set

6 Extended SAT

8 ILP

5 SAT

SMT

9 LP

Quadratic

Non-polynomial

Linear Linear (Section 5.2)

Linear

Linear

Quadratic

LinearLinear

Figure 2.5.: Overview of reductions from DFVS to other problems
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2.3.1. Directed Feedback Vertex Set

TheDirected Feedback Vertex SetProblemDFVS, as already informally stated in the introduction,
tries to cover all cycles with vertices S as possible (Fomin, Lokshtanov, et al., 2019b). A valid so-
lution is called a directed feedback vertex setdirected feedback vertex setdirected feedback vertex setdirected feedback vertex setdirected feedback vertex setdirected feedback vertex setdirected feedback vertex setdirected feedback vertex setdirected feedback vertex setdirected feedback vertex setdirected feedback vertex setdirected feedback vertex setdirected feedback vertex setdirected feedback vertex setdirected feedback vertex setdirected feedback vertex setdirected feedback vertex set (dfvs) to distinguish it from the problem. Initially,
it was called Feedback Node Set as one of Karp’s classical NP-complete problems (Prob-
lem 7, 1972). Its optimization variant is sometimes referred to as Minimum Feedback Vertex
Set (MFVS). Sometimes, it is also called Feedback Vertex Set on directed graphs, however we
use DFVS to distinguish it from Feedback Vertex Set, Problem 3, which is defined on undirected
graphs.

Problem 1: Directed Feedback Vertex Set
Notation: S := dfvs(G)
Input: A graph G
Output: A minimum size subset of vertices S ⊆ V (G), such that G[V (G) \ S] does not
contain any cycles.

The decision variant of the problem is clearly in NP. We can show this using a certificate. We
take the input graph G, an existing solution S and then compute G′ = G[V (G) \ S]. Since S
was supposed to be a DFVS, G′ now has to be an acyclic graph. We can now apply Kahn’s
algorithm (Kahn, 1962) onG′ to verify that it is acyclic, Algorithm 2.2. We exhaustively remove
vertices without predecessors or successors. If it indeed did not contain any cycles, no vertex
remains. All of this is possible in quadratic timeO (n ·m) since each vertex is evaluated at most
twice, once having been added initially and then at most once for each of its incoming edges.
In case of the decision problem, we furthermore need to verify that |S| ≤ k which is generally
possible in linear time.

Algorithm 2.2: Verifying that a solution is a DFVS

Input: A graph G, a set of vertices S
Output: Is S a DFVS on G?

1 G′ := G[V (G) \ S]
2 Q := V (G′) // Create a queue from the vertices
3 while Q is not empty do
4 v := poll(Q) // Select and remove a member of Q
5 if →δ [v] = 0 then // If v has no predecessor
6 Q := Q ∪N→ [v] // Add successors of v back to the queue
7 G′ := G′[V (G′) \ v] // Remove v from the graph
8 end
9 end

10 return V (G′) = ∅ // If the graph is empty, S was a DFVS
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S = {a}
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S = {b}

(b) Other minimum DFVS
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c d
S = ∅

(c) An acyclic graph

a b

c d
S = {a, b, c}

(d) A complete graph

Figure 2.6.: DFVS examples

During the remainder of this thesis, we generally assume that we are looking for a minimum
DFVS. There can be multiple minimum DFVS of the same size, as with Figures 2.6a and 2.6b.
On an acyclic graph, the minimum DFVS is empty, see 2.6c. On a complete graphKn, the size
of the minimum DFVS is always n−1, three in case of the K4 in 2.6d.

A parameterized algorithm that solves DFVS in O
(
k! · 4k · nO(1)

)
was found by Chen et al.

(2008). Internally, it uses iterative compression. It was further improved by Lokshtanov, Ra-
manujan, and Saurabh (2018) to O

(
k! · 4k · k5 · (n+m)

)
, such that it has a polynomial de-

pendence on the number of vertices n as long as the solution size k remains constant. Recently,
Xiong and Xiao (2024) proposed improvements to its iterative compression to obtain a run-
ning time of O

(
k! · 2o(k) · (n+m)

)
while keeping its size. This is still infeasible for practical

applications, especially with larger solution sizes.

As already explained in Section 2.2, DFVS is FPT (Chen et al., 2008) while a polynomial
kernel dependent only on the solution size has not yet been found.

2.3.2. Vertex Cover

The Vertex Cover problem tries to cover all edges with vertices W (Fomin, Lokshtanov, et al.,
2019b). If W covers all edges of a graph, it is a vertex cover. It is one of the classical NP-
complete problems, initially called Node Cover (Problem 5 of Karp, 1972).

Problem 2: Vertex Cover
Notation: S := vc(G)
Input: An undirected graph G
Output: A minimum size subset of vertices S ⊆ V (G), such that every edge is covered by
at least one vertex that is a member of S: For all {v, w} ∈ E(G) : v ∈ S or w ∈ S
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(a) Undirected graph
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(b) Translated DFVS instance with minimum solution

Figure 2.7.: A reduction from Vertex Cover to DFVS

Solving Vertex Cover efficiently in practice was the objective of the PACE 2019 challenge (Dzul-
fikar et al., 2019). As a result, several efficient solvers exist. The most successful submission for
exact solving is WeGotYouCovered1. It used several branching techniques and a reduction to
Independent Set, a largest set of vertices that are not connected with edges in an undirected
graph, and further to Max Clique, that attempts finding the largest possible clique in an undi-
rected graph (Hespe et al., 2020). The solver they used for Max Clique internally used Max
SAT, Problem 7, incrementally (C. M. Li, Jiang, et al., 2017).

DFVS is a natural directed translation of the Vertex Cover problem to directed graphs. A sim-
ple reduction of Vertex Cover to DFVS is as follows: For every edge {v, w} in an undirected
graph U , create edges (v, w) and (w, v). This will create a cycle between any two vertices that
are adjacent in the undirected graph. Per definition, a DFVS will then need to contain either ver-
tex in order to cover all cycles. Therefore, the vertices contained in a DFVS of such an instance
will also be a valid solution for Vertex Cover. An example can be found in Figure 2.7.

After having removed the vertices of the solution, longer cycles are not possible, since every bi-
directed edge is either covered by a vertex of its source or target. Wewould also be able to show
that this reduction will always produce a minimum solution, this can be proven by contradiction.

A Vertex Cover on the undirected subgraph implies a lower bound for the DFVS on the whole
graph. Since a smaller DFVS would imply the existence of a better Vertex Cover, such a better
solution cannot exist: |dfvs(G)| ≥ |vc(undirected(G))|.

2.3.3. Feedback Vertex Set

A problem on undirected graphs that is defined similar to DFVS is the Feedback Vertex Set
problem (FVS), sometimes called Undirected FVS (UFVS) to distinguish it from DFVS. It is often
attributed to Karp (1972), although only DFVS is directly specified in his paper.

1pace-2019, Karlsruhe Maximum Independent Sets, GitHub
https://github.com/KarlsruheMIS/pace-2019

https://github.com/KarlsruheMIS/pace-2019
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(b) Undirected graph with parallel edges

Figure 2.8.: Examples of a minimum Feedback Vertex Set

Although it is similar defined as DFVS, it is completely different in its nature. For this problem, we
want to remove vertices of an undirected graph, such that no undirected cycles remain (Fomin,
Lokshtanov, et al., 2019b), creating a forest.

Problem 3: Feedback Vertex Set
Notation: S := fvs(G)
Input: An undirected graph G
Output: A minimum size subset of vertices S ⊆ V (G), such that G[V (G) \ S] does not
contain any cycles.

It is not trivial to reduce that problem to DFVS in polynomial time or vice-versa, as translating the
undirected cycles to directed ones would create unwanted or unexpected paths that would also
need to be accounted for and in the other direction, important directional information would be
lost.

However, a Feedback Vertex Set solution on the cycle preserving undirected graph is immedi-
ately a valid, though not necessarily minimum dfvs, therefore

∣∣∣fvs
(
G
)∣∣∣ ≥ |dfvs(G)|.

In Figure 2.8a, we give a minimum feedback vertex set for the undirected graph from Fig-
ure 2.7a. In contrast to a minimum Vertex Cover, this does not need to cover all edges. In
Figure 2.8b, we show a minimum feedback vertex set on an undirected graph containing par-
allel edges. It is the cycle preserving undirected graph of the graph in Figure 1.3 on page 10
and in this case has the same size as a minimum DFVS on that graph.

2.3.4. Hitting Set

The Hitting Set problem is traditionally not defined on graphs. Instead, it is defined using
a system of partially intersecting sets. These could also be represented with hypergraphs, i.e.
undirected graphs containing edges with not exactly two endpoints. It is a classicalNP-complete
problem (Problem 15 of Karp, 1972).
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(b) Equivalent Hitting Set instance

Figure 2.9.: A reduction from Vertex Cover to Hitting Set

Given a system of sets containing shared elements, we try to find a minimum set of vertices S
such that each of the sets shares at least one member with S (Fomin, Lokshtanov, et al., 2019b).

Problem 4: Hitting Set
Notation: S := hs(U,A)
Input: Universe U , a family of sets A, such that ∀A ∈ A : A ⊆ U
Output: A minimum size subset of elements S ⊆ U , such that its intersections with all sets
A ∈ A is not empty.

We will use the Hitting Set problem primarily as an intermediate step during reductions. It
has a wide range of equivalent and related problems. Reducing it to other efficiently solvable
problems is very simple (Ausiello et al., 1980).

A reduction from Vertex Cover to Hitting Set is straightforward. Create an element for every
vertex. For every edge, add a set containing both of its endpoints. The Hitting Set solution
is exactly a Vertex Cover on the respective graph. We omit the proof since it is obvious. An
example for such a reduction is given in Figure 2.9.

We are able to extend the idea behind this simple reduction to a reduction from DFVS to Hitting
Set. We represent the vertices of our graph as set elements. We then create a set for every
cycle in the graph, containing all of its vertices. There may be exponentially many cycles (and
there typically are), this reduction is therefore not polynomial. The Hitting Set is immediately a
minimum DFVS.

Proof Suppose towards a contradiction that the returned DFVS S was not minimum. Then a
smaller solution S ′ would exist. For every cycle, a vertex in S ′ exists. Since the Hitting Set
contains sets directly corresponding to all cycles, every set contains a vertex from S ′. In this
case, S ′ would also be a smaller solution to the Hitting Set instance. This is a contradiction
since S was already minimum. Therefore, we have also demonstrated that the returned DFVS is
actually minimum. �
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Figure 2.10.: Reduction from DFVS to Hitting Set to Vertex Cover

An example is shown in Figure 2.10. For all cycles (2.10b, 2.10c), we create sets (2.10e,
2.10f). The union of these sets is then the Hitting Set instance, 2.10d.

We are able to provide a further reduction from Hitting Set to Vertex Cover that is quadratic
in size.

Given a set system A over our universe U we create a graph containing vertices Vinitial. Each
element u ∈ U is associated with a different vertex vu ∈ Vinitial. For each set A ∈ A, we add
a clique CA of the size of A. We then connect the vertex va of each set element a ∈ A with a
different member of the new clique cAa ∈ CA using an edge

{
va, c

A
a

}
.

For the resulting graph we can compute a minimum Vertex Cover S. We can translate the
solution back to a Hitting Set solution. We can immediately add all set elements associated
with vertices in the solution S ∩ Vinitial. In case the Vertex Cover selected all vertices of one
of the created cliques, we need to push one of these out into our solution, taking any of the
vertices of the original set. Therefore, we need to keep track of the cliques. This reduction finds
a minimum solution for the Hitting Set instance.
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We continue the example in Figure 2.10. We create gadgets (2.10h, 2.10i) representing the
previous sets (2.10e, 2.10f). Together, these create a graph, 2.10g, of which the minimum
Vertex Cover can be translated back to the Hitting Set solution, which in turn is directly a
solution for DFVS.

2.3.5. Satisfiability

A formula of propositional logic in Conjunctive Normal FormConjunctive Normal FormConjunctive Normal FormConjunctive Normal FormConjunctive Normal FormConjunctive Normal FormConjunctive Normal FormConjunctive Normal FormConjunctive Normal FormConjunctive Normal FormConjunctive Normal FormConjunctive Normal FormConjunctive Normal FormConjunctive Normal FormConjunctive Normal FormConjunctive Normal FormConjunctive Normal Form (CNF) ϕ is a conjunction ϕ =∧
C∈C C of clausesclausesclausesclausesclausesclausesclausesclausesclausesclausesclausesclausesclausesclausesclausesclausesclauses C ∈ ϕ, which are disjunctions C =

∨
l∈L l of literalsliteralsliteralsliteralsliteralsliteralsliteralsliteralsliteralsliteralsliteralsliteralsliteralsliteralsliteralsliteralsliterals L ∈ C , which are

boolean variables l = x, or their negation l = ¬x with x ∈ X (Prestwich, 2021). An
assignmentassignmentassignmentassignmentassignmentassignmentassignmentassignmentassignmentassignmentassignmentassignmentassignmentassignmentassignmentassignmentassignment ψ for variables X assigns each variable x ∈ X either to true or false, x ∈ ψ or
¬x ∈ ψ. An assignment ψ satisfiessatisfiessatisfiessatisfiessatisfiessatisfiessatisfiessatisfiessatisfiessatisfiessatisfiessatisfiessatisfiessatisfiessatisfiessatisfiessatisfies a literal if either v ∈ ψ and l = v or ¬v ∈ ψ and l = ¬v.
Similarly a clause C is satisfied if there is a literal l ∈ C that is satisfied and a CNF ϕ is satisfied
if all clauses C ∈ ϕ are satisfied.

The Satisfiability problem (SAT) is to determine if a logic formula can be satisfied. In our case,
we assume that it is already given in CNF, sometimes this problem is then called CNF-SAT
(Fomin, Lokshtanov, et al., 2019b). It is usually given in its decision variant:

Problem 5: Satisfiability
Input: Variables X , a CNF formula ϕ over literals from X
Output: Is there an assignment ψ that satisfies ϕ.

There are solvers capable of solving SAT very fast in practice, as it is an ideal target for reductions
of several other problems with direct practical applications. Modern solvers use Conflict-Driven
Clause Learning (CDCL) to iteratively discover new constraints for the problem. This makes
iteratively adding constraints feasible, as already discovered constraints can be kept in such
cases. Among the best performing and best documented solvers is CaDiCal which is using a
CDCL based approach (Biere, Fazekas, et al., 2020).

While SAT as a problem is already very flexible, it does not help with our specific use case. We
define Extended SAT with the following differences:

1. We also allow integer variablesinteger variablesinteger variablesinteger variablesinteger variablesinteger variablesinteger variablesinteger variablesinteger variablesinteger variablesinteger variablesinteger variablesinteger variablesinteger variablesinteger variablesinteger variablesinteger variables y ∈ Y . ψ assigns them an integer value y ∈ [a, b]
between and including a ≥ 1 and b ≤ n. They will be used in Section 5.2 on page 89.

2. We introduce smaller thansmaller thansmaller thansmaller thansmaller thansmaller thansmaller thansmaller thansmaller thansmaller thansmaller thansmaller thansmaller thansmaller thansmaller thansmaller thansmaller than literals (y1 < y2) that compare two integer variables y1 and
y2 and can be used in place of one literal per clause. They are satisfied by ψ if y1 is
assigned a smaller value than y2. As a result, they are transitive.

3. The sizesizesizesizesizesizesizesizesizesizesizesizesizesizesizesizesize of an assignment ψ is its count of boolean variables assigned true,
|{x ∈ X | x ∈ ψ}|. We try to find a minimum size assignment.

4. For simplicity, we expect ϕ to be satisfiable.
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Problem 6: Extended SAT
Input: Variables X , integer variables Y , a satisfiable CNF formula ϕ over literals from X
and smaller than literals over Y and a size n such that |X| = n = |Y |.
Output: An minimum size assignment ψ that satisfies all clauses of ϕ

We can easily reduce Hitting Set to Extended SAT without even needing integer variables. We
represent each element a ∈ U using a boolean variable xa, For every set in A, we create a
clause requiring any represented element to be selected, ψ =

∧
A∈A

∨
a∈A xa. Using Hitting

Set as an intermediate step during reduction, we can easily reduce from Vertex Cover and
DFVS as well.

The DFVS instance from Figure 2.10d would be reduced to:

(a ∨ b) ∧ (a ∨ b ∨ c)

Minimum satisfying assignments would be ψ = {a} or ψ = {b}.

Our Extended SAT can be seen as a subset of the even more powerful Satisfiability Modulo
Theories (SMT). We will not explain them in detail, but it is a long studied field of research
and there are SMT solvers specifically optimized for similar use cases. They could for example
encode integers with bit vectors and internally call existing SAT solvers (Barrett et al., 2021).

We attempted using Z32. Although it was generally faster than ILP solvers explained in the next
section, we decided against using it after it returned non-minimum solutions.

A more traditional optimization variant of Satisfiability that was successfully used by other
PACE challenge participants is Max SAT, sometimes called Maximum Satisfiability. Given a
logic formula in CNF that is generally not satisfiable, we try to find an assignment that satisfies
as many clauses as possible (Fomin, Lokshtanov, et al., 2019b; C. M. Li and Manyà, 2021).

Problem 7: Max SAT
Input: Variables X , a CNF formula ϕ over literals from X
Output: An assignment ψ that satisfies as many clauses of ϕ as possible.

We can reduce Hitting Set to Max SAT in the same way we reduced it to Extended SAT above.
However, a solution satisfying as many clauses of ϕwould assign all variables as true. To obtain
a minimum solution, we add clauses containing each of our variables in negated form. The less
variables we assign as true, the more clauses can be satisfied. However, now our solution may
not satisfy one of our original clauses and instead assign several variables as false. We can
prevent this by adding our original clauses a total of n + 1 times. Being able to satisfy such a
clause now outweighs assigning a variable as false for our solution.

2Z3 Theorem Prover, z3, GitHub https://github.com/Z3Prover/z3

https://github.com/Z3Prover/z3
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The example from Figure 2.10d would be reduced to:

(a ∨ b) ∧ (a ∨ b) ∧ (a ∨ b) ∧ (a ∨ b) ∧ (a ∨ b)
∧ (a ∨ b ∨ c) ∧ (a ∨ b ∨ c) ∧ (a ∨ b ∨ c) ∧ (a ∨ b ∨ c) ∧ (a ∨ b ∨ c)
∧
(
a
)
∧
(
b
)
∧
(
c
)
∧
(
d
)

We could reduce our Extended SAT to Max SAT using a similar approach. We however would
need to ensure transitivity of smaller than literals which would create a quadratic number of
additional constraints.

Several solvers performing well on a diverse set of instances exist, fostered by an annual chal-
lenge on solving it (Berg et al., 2024). Among the best current solvers is EvalMaxSat3. This
solver performs a series of reductions to SAT (Avellaneda, 2020) following the approach of
Morgado et al. (2014) and in turn uses a highly optimized solver internally.

Furthermore, they are already optimized for the operation we performed. They differentiate
between hard and soft constraints, hard constraints needing to be fulfilled and optimizing the
solution within the soft constraints.

2.3.6. Integer Linear Programs and Linear Programs

An Integer Linear Program (ILP) tries to find an assignment of integer values that optimizes
an objective function given as a linear combination of variables while adhering to a set of
constraints imposing bounds on linear combinations of their variables and only using integer
values (Chong and Żak, 2008).

Its canonical form is to find a maximum solution for an objective function subject to constraints
imposing an upper bound for the sum of the linear combination. In our context, we consider
the dual problem. We try to find a solution that gives us a minimum on our objective function
subject to a set of lower bounds. This variant could directly be translated into the canonical
form (Vanderbei, 2020).

Problem 8: Integer Linear Program
Input: Variables X , an objective function f , a set of lower bound constraints C .
Output: Integer assignments S for X satisfying all constraints C with f(s) being minimum.

We can generally expect ILP solvers to be optimized for our use case since since our instance
can immediately be converted to its dual problem and takes on the standard form.

3EvalMaxSAT, Florent Avellaneda, GitHub https://github.com/FlorentAvellaneda/EvalMaxSAT

https://github.com/FlorentAvellaneda/EvalMaxSAT
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We can reduce Extended SAT to ILP, since we required all its integer variables to contain values
in a limited range. We represent boolean variables as 0 for false and 1 for true and directly
reuse integer variables, keeping their bounds. For every clause C , we create a constraint with
a lower bound of one. We represent a smaller than literal (ya < yb) ∈ C as yb− ya. This value
will be in the range [1, n] if yb > ya and between [−n,−1] otherwise. Since there can be at
most one smaller than literal in a clause, we can multiply the ILP variables representing Extended
SAT boolean variables with n+ 1 and use the sum over the value of all represented literals.

Since we require this sum to be at least 1, our constraint is exactly fulfilled if the clause is satisfied.
Any negative value occurring because of the smaller than literal not being fulfilled is outweighed
if a 1 representing a boolean variable true is multiplied with n+ 1. We obtain a positive value
for a constraint if the integer variable is smaller as requested or any boolean variable is fulfilled.

The ILP for our example from Figure 2.10d would be:

Minimize

a+ b+ c+ d

such that

a+ b ≥ 1

a+ b+ c ≥ 1

Mixed Integer Program (MIP), sometimes Mixed Integer Linear Program (MILP) is a superset
of ILP that allows some variables to be assigned fractional values. We did not rely on these,
however we used a MIP solver, SCIP4 for solving ILP.

When completely removing the integrality requirement for constraints from an ILP, we refer to it
as a Linear Program (LP) (Chong and Żak, 2008).

Problem 9: Linear Program
Input: Variables X , an objective function f , a set of lower bound constraints C .
Output: Real number assignments S for X satisfying all constraints C with f(s) being
minimum.

In contrast to ILP, solving LP is possible in polynomial time when we limit the size, for example
represented as bits, used to represent numbers handled, in effect determining the accuracy. We
can solve it efficiently, for example using the simplex method, initially developed by Dantzig
in 1963. While it has an exponential worst case running time, its average running time is
comparable to later developed techniques that offer polynomial time guarantees (Chong and
Żak, 2008; Vanderbei, 2020).
4SCIP Optimization Suite, Zuse Institute Berlin https://www.scipopt.org/

https://www.scipopt.org/
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As a result, there are efficient Linear Program solvers. We used GLOP5. Solving ILPs often
relies on iteratively adding further constraints to an internal LP formulation (Achterberg et al.,
2008).

5Google’s Linear Optimization Package, OR-Tools - Google Optimization Tools, Google, GitHub
https://github.com/google/or-tools/tree/stable/ortools/glop

https://github.com/google/or-tools/tree/stable/ortools/glop
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3. Data Reduction Rules

A data reduction rule, often simply called reduction rule, is a simple and efficiently computable
algorithm. Given the instance of a problem, it returns an equivalent instance of the same prob-
lem that is typically smaller or in other ways more suitable for further solving. A kernel (see
Section 2.2) can also be seen as a collection of reduction rules that imply a guarantee on the
size of the obtained instance when applied exhaustively.

Data reduction has successfully been used as a preprocessing step in practically solving a variety
of problems, such as Vertex Cover (Hespe et al., 2020), SAT (Biere, Järvisalo, et al., 2021)
or MIP (Savelsbergh, 1994). It furthermore inspired several kernels, for example for Vertex
Cover (Fellows, Jaffke, et al., 2018), but also for DFVS (Bergougnoux et al., 2021).

In this chapter, we collect existing reduction rules for DFVS and discuss new reduction rules that
we created and implemented. We present overview in Table 3.1. It also includes reduction
rules from the following chapter.

In the example in Figure 3.1, we immediately know that d does not lie on a cycle we would
need to cover since, therefore we can remove it (3.1f). Instead of choosing c which can only
cover cycles using exactly the edges (a, c) and (c, b), we can shortcut c, 3.1g, which would
only create the already existing edge (b, a). The same would apply both for a and b now. We
decide to shortcut b, 3.1h. The now created loop as a 1-cycle definitely needs to be added to
the solution, 3.1i. In this case, our instance was solved only using reduction rules.

a b

c d

(a) Initial graph

a b

c

(b) Equivalent

a b

(c) Equivalent

a

(d) Equivalent

a

(e) Solution

Delete d
(f) Reduction rule 4

Shortcut c
(g) Reduction rule 5

Shortcut b
(h) Reduction rule 5

Directly add loop
(i) Reduction rule 1

Figure 3.1.: Applying reduction rules to a DFVS instance and solving it
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Table 3.1.: Overview of reduction rules
# Rule Match. New n Newm New k Impl.

1 Shortcut loops O (n) n−1 ≤ m−1 k (X)
2 Adjacent to k+1 other verticesk O (m) n−1 ≤ m−2k k−1 ×
3 Adjacent to all other vertices O (n) n−1 m−2n+2 k−1 X

4 No predecessor or successor O (n) n−1 ≤ m k X
5 Single predecessor or successor† O (n) n−1 ≤ m−1 k X
6 Dominating bi-directed edge O (m2) n−1 ≤ m−2 k−1 X
7 Remove lines O (n) n−1 ≤ m−4 k−1 X
8 Remove triangles O (n) n−1 ≤ 2m−8 k−1 X
9 Remove three independent O (n) n−1 ≤ 2m−2 k
10 Crowns O (n) < n < m < k X

11 Strongly connected components†† O (n2) n††† ≤ m††† k††† X
12 Directed dead ends O (n2) n ≤ m−1 k X
13 No directed cycle O (m2) n m−1 k (X)
14 Remove ignoring shorter cycle O (m2) n m−1 k (X)
15 Shorter cycle in predecessors O (m · n2) n m−1 k X

16 Weakly dominating 2-cycle O (m2) n−1 ≤ m−2 k−1 X
17 Strongly dominating cycle O (m · n2) n−1 ≤ m−2 k−1
18 Weakly dominating cycle O (m · n2) n−1 ≤ m−2 k−1 ×

19 More than k+1 disjoint pathsk† O (n2m ·
√
n) n m+1 k ×

20 Floating vertex O (n3) n−1 ≤ m k (X)
21 Covered directed neighborhoods O (n3) n ≤ m k (X)
22 Covered pathsf O (nn) ≤ n ≤ m k (X)
23 Non-contributing edge O (n3) n m−1 k (X)

X Implemented (X) … implicitly … but unused × Not implemented
k Requires a known upper bound for k.
f This rule becomes polynomial if the underlying Feedback Vertex Set is known
† May create loops, decreasing n,m and k when applying Reduction rule 1 immediately.
†† Only a single application, resulting components can be solved individually.
††† Distributed across up to four created sub-instances.
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We will state the reduction rules used in the kernel by Bergougnoux et al. (2021) in Section 4.2
on page 73 as they are mostly interesting in that context. We there follow the format that is
used in this chapter.

3.1. Formal notation

A data reduction ruledata reduction ruledata reduction ruledata reduction ruledata reduction ruledata reduction ruledata reduction ruledata reduction ruledata reduction ruledata reduction ruledata reduction ruledata reduction ruledata reduction ruledata reduction ruledata reduction ruledata reduction ruledata reduction rule is an algorithm that takes a problem instanceG as an input and produces
another instance G′ of the same problem, called reduced instancereduced instancereduced instancereduced instancereduced instancereduced instancereduced instancereduced instancereduced instancereduced instancereduced instancereduced instancereduced instancereduced instancereduced instancereduced instancereduced instance. It also provides instructions
on how to obtain a solution for the original problem once the reduced instance has been solved.
For a reduction rule to be safesafesafesafesafesafesafesafesafesafesafesafesafesafesafesafesafe, this solution needs to be valid and of the same (minimum) size.
In our case, problem instances are always graphs.

Usually, reduction rules will attempt to either reduce the number of vertices n of the graph or
the number of edges m. They may also reduce the solution size k, such that the set of vertices
in the solution of the reduced instance is smaller than that of the original one. We typically
perform these operations directly on the current graph as creating copies would produce a
large overhead.

Generally, when providing the computational complexity of rules, we will only consider the
matching that the rule performs. The rewriting can usually affect the whole graph, for example
if a vertex is removed by the rule, we will need to update up to n−1 other vertices that a vertex
had been connected to, if we assume a data structure that tracks degrees of vertices. As a
result, the application of a rule as a whole usually requires up toO (n2) additional steps, which
are often hidden by higher exponents required for matching. On sparse graphs, this becomes
negligible, especially if we bound the maximum degree of vertices.

We assume an adjacency list based graph implementation. With an efficient set implementation,
this allows for constant time testing for the presence of specific edges. We furthermore assume
that basic counting, for example →δ [v] , δ→ [v] is available in constant time.

3.2. Reduction log

Several rules do not merely return a smaller equivalent instance but rather allow us to add
vertices directly to the solution. In some cases, this depends on how the remaining instance was
solved.
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a
b

c
d

e

c
d

e
Log entry 1

c ∈ S ⇒ b ∈ S
c /∈ S ⇒ a ∈ S

d
Log entry 1

d ∈ S ⇒ e ∈ S
d /∈ S ⇒ c ∈ S

Log entry 2
c ∈ S ⇒ b ∈ S
c /∈ S ⇒ a ∈ S

(a) Initial graph (b) Applied Reduction rule 7 on a (c) Applied Rule 7 on c

S = ∅
Log entry 1

d ∈ S ⇒ e ∈ S
d /∈ S ⇒ c ∈ S

Log entry 2
c ∈ S ⇒ b ∈ S
c /∈ S ⇒ a ∈ S

S = {c}
Log entry 1

c ∈ S ⇒ b ∈ S
c /∈ S ⇒ a ∈ S

S = {b, c}

(d) Solved instance manually (e) Second log entry applied (f) First log entry applied

Figure 3.2.: A log of changes to be applied after solving and reconstructing the solution

We rely on a log of instructions that will be applied backwards after the instance is solved. If
a vertex v is added to the solutionadded to the solutionadded to the solutionadded to the solutionadded to the solutionadded to the solutionadded to the solutionadded to the solutionadded to the solutionadded to the solutionadded to the solutionadded to the solutionadded to the solutionadded to the solutionadded to the solutionadded to the solutionadded to the solution, we create a single log entry that will add it to a solution S ′

of the reduced instance, S := S ′ ∪ {v}. For the reduced instance, we delete v and all edges
that it was part of. Log entries can also be conditional depending on other vertices appearing
in the solution of the reduced instance.

An example is shown in Figure 3.2. We apply Reduction rule 7 twice, each time creating a
smaller instance and a log entry how the result should be interpreted afterwards (3.2b, 3.2c).
After having solved the instance (3.2d), we apply the log in reverse order (3.2e, 3.2f). We
always only consider the innermost pair of instance and log entry.
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3.3. Visual notation

For many rules that are applied locally, we can separate the algorithm into two phases. During
matchingmatchingmatchingmatchingmatchingmatchingmatchingmatchingmatchingmatchingmatchingmatchingmatchingmatchingmatchingmatchingmatching, we try to find a specific subgraph that this reduction rule can be applied to. In the
rewritingrewritingrewritingrewritingrewritingrewritingrewritingrewritingrewritingrewritingrewritingrewritingrewritingrewritingrewritingrewritingrewriting phase, the graph is altered, vertices and edges may be added or removed.

These rules are illustrated similar to graph grammars or transformation units (Kreowski, Klempien-
Hinrichs, et al., 2006; Kreowski, Kuske, et al., 2008).

They have a left hand that visualizes the state of a subgraph before the rule is applied and a
right hand side that depicts the state after the rule is applied. With our visualization, we add
labels to each vertex. If a label appears on both sides, it refers to the same vertex in the graph.
If a label only appears on one side, it refers to a vertex being removed or added, respectively.

We may indicate that there are multiple vertices a vertex is connected with by using dots. This
would not be possible with graph grammars, thoughwe could usually define constructs of several
rules that would achieve a similar behaviour. If a vertex is marked, we require it to be otherwise
isolated, i.e. that all vertices it is connected with are the ones displayed. This would also require
considerable amounts of work with regular graph grammars.

Usually, we allow different vertices on the right hand site of a rule to be matched on a single
vertex in the actual graph. This is most common if a vertex would be both successor and prede-
cessor of a single vertex or a vertex would be connected to two vertices that are in the focus of
a rule.

Furthermore, there is a section containing the instructions on how to obtain the solution. Usually,
we are able to compute the solution of the derived instance and add any vertices that are listed
in this section. This section may also contain more complex instructions on how to obtain the
solution of the original instance. These would be applied as described in Section 3.2.

3.4. Structure of rules entries

The reduction rules in this chapter are always stated and explained in the same schema.

• Rule
We start with a short description of the rule.

• Visual notation
We use the visual notation from Section 3.3. In some cases, we use several rules for
different variants.
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• Algorithm
If using the visual notation is infeasible, we rely on an algorithm that explains the matching
for the rule.

• Proof of safeness
Proof that the reduction rule is safe.

• Overview
Table summarizing changes to k, n,m on a single successful application and the overall
running time in O-notation.

• Implementation
A note where the implementation of the rule can be found.

We omit parts of it depending on context. We may furthermore give examples, comment on the
origin of the rule or add other helpful information.

3.5. Trivial rules

The following rules are trivial and can be considered as folklore, we start with loops (Rule LOOP
of Levy and Low, 1988, Lin and Jou, 2000, Swat, 2022b; Rule 1 of R. Fleischer et al., 2009).

Reduction rule 1: Remove loops

If a vertex v is part of a loop, we can safely add it to the solution.
Visual notation: Remove loops

v
ø Solution

v

Proof of safeness

The loop is a cycle that needs to be covered. Any cycles going through the vertex that is
adjacent to it will be covered by v so it is safe to delete it afterwards. �

Overview

New n n−1 The vertex v gets removed.
New m ≤ m−1 The loop (v, v) and any adjacent vertices are removed.
New k k−1 The vertex v is added to to the solution.

Matching time O (n) We can test for an edge (v, v) in constant time.

Implementation

Implicitly in other reduction rules.



42 Solving DFVS in Theory and Practice · Master Thesis Enna Gerhard

The datasets are guaranteed not to contain loops. In the implementation, will immediately add
vertices to S instead of allowing a loop to be created. This rule is therefore only applied implicitly
within the other rules.

If we know an upper bound for k on our graphG, we can apply the following easily computable
special case of Reduction rule 19 by Bergougnoux et al. (Rule 3, 2021). We explain upper
bounds for DFVS in Section 5.6.1.

Reduction rule 2: Adjacent to more than k vertices

If we know a maximum solution size k and a vertex v has at least k + 1 bi-directed edges,
we can safely add v to the solution and delete it for the reduced instance.
Visual notation: Adjacent to more than k vertices

1

2

k+1

···v

1

2

k+1

···

Solution
v

Proof of safeness

For all bi-directed edges, either vertex must be added to the solution. Suppose all other
vertices were part of the solution. In that case, the solution would contain at least k + 1
vertices, a contradiction to our original claim. A solution is therefore only possible when
including v. �

Overview

New n n−1 Vertex v is added to the solution.

New m ≤ m−2k The adjacent k bi-directed edges and possible further edges
connected to v are removed.

New k k − 1 We include v in the solution.

Matching time O (m)
For each vertex, we compute the cut of predecessors and
successors. For this, we need to handle every edge at most
twice.

Implementation

Not implemented

Although the matching is similar to Reduction rule 2, the following rule can be seen as a spe-
cial and easily computable case of Reduction rule 6. Its matching can be implemented very
efficiently. In practice, instead of searching through all vertices, we can take an arbitrary vertex
and inspect its neighbors, since such a vertex needs to be adjacent to every vertex.
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Reduction rule 3: Adjacent to all other vertices

If a vertex v lies on n−1 undirected edges, with →δ [v] = n − 1 and δ→ [v] = n − 1, we
can safely add v to the solution.
Visual notation: Adjacent to all other vertices

1

2

n-1

···v

1

2

n-1

···

Solution
v

Proof of safeness

For all bi-directed edges, either vertex must be added to the solution. Suppose all other
vertices were part of the solution. In that case, we could create a solution of equivalent size
by removing any of the other vertices from the solution and including v. �

Overview

New n n−1 Vertex v is added to the solution.
New m m−2n+2 The adjacent n bi-directed edges are removed.
New k k − 1 We include v in the solution.

Matching time O (n)
For each vertex, we can immediately count the number of
predecessors and successors.

Implementation

In ReduceKBased

3.6. Existing data reduction rules

We give an overview of the most important data reduction rules as found in the literature. Most
of these were also implemented and used in our solver.

3.6.1. No predecessor or successor

This rule is commonly known (Rules IN0 and OUT0 of Levy and Low, 1988, Lin and Jou, 2000,
Swat, 2022b; Rule 3 of R. Fleischer et al., 2009; Rule 1 of Bergougnoux et al., 2021). When
applied recursively, see Section 3.10, it effectively becomes Kahn’s Algorithm (1962).
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Reduction rule 4: No predecessor or successor

If a vertex v has no predecessors or successors, resulting in an in- or out-degree of zero, we
can remove v and any adjacent edges from the graph without affecting the solution.
Visual notation: No predecessors

1

2

i

···v

1

2

i

···

Solution
ø

Visual notation: No successors

1

2

i

··· v

1

2

i

···

Solution
ø

Proof of safeness

The vertex v does not lie on a cycle. Suppose it was included in a minimum DFVS. In that
case, we would be able to find another valid solution while not including this vertex as
removing this vertex from the DFVS would not result in a cycle not being covered. �

Overview

New n n−1 The vertex itself is removed.
New m ≤ m Any remaining edges connected to the vertex are removed.
New k k No vertices are added to the solution.

Matching time O (n)
We can test the degree of each vertex in constant time. If applied
successfully, we need to remove up to n−1 adjacent edges dur-
ing each attempt, thus resulting in a total complexity of O (n2).

Implementation

As part of CombinedRecursiveReduction, see Section 3.10.

3.6.2. Single predecessor or successor

This rule is also commonly known (Rules IN1 and OUT1 of Levy and Low, 1988, Lin and Jou,
2000, Swat, 2022b; Rule 4 of R. Fleischer et al., 2009; Rule 2 of Bergougnoux et al., 2021).
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Reduction rule 5: Single predecessor or successor

If a vertex v has a single predecessor or successor u, we can shortcut v. As a special case
to handle Reduction rule 1, if the single edge leads to a vertex w that is also connected in
the opposite direction, we add w immediately to the solution instead of creating a loop.
Visual notation: Single predecessor

1

2

i

···vu

1

2

i

···u
Solution

ø

Visual notation: Single successor

1

2

i

··· v u

1

2

i

··· u
Solution

ø

Proof of safeness

All cycles that involve v contain the edge (u, v) or (v, u), respectively.
This does not increase the solution size and still produces a valid solution. Assume that v
was included in the solution. In this case, selecting u would lead to a solution of the same
size and would cover all cycles through (u, v).
This rule also does not decrease the solution size. For any existing v u-path that was closed
to a cycle with the edge (u, v), there is now an equivalent u u-path, since all successors
of v are now successors of u. The reverse direction is analog. �

Overview

New n n−1 The vertex v gets removed.

New m ≤ m−1
The edge (u, v) is removed. If u shared successors or prede-
cessors, respectively, with v, these are “merged”, decreasing
the number of edges

New k k
No vertices can be added to the solution unless the rule ap-
plication creates a loop, in this case it would become k−1
because of immediately applying Reduction rule 1.

Matching time O (n)

We can test the degree of each vertex in constant time. If
applied successfully, we need to remove up to n− 1 adjacent
edges during each attempt, thus resulting in a total complexity
of O (n2)
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Reduction rule 5: Single predecessor or successor (continued)
Implementation

As part of CombinedRecursiveReduction, see Section 3.10.

After having applied this rule and Reduction rule 4 exhaustively, all remaining vertices have at
least two incoming and two outgoing edges.

3.6.3. Dominating bi-directed edge

A similar rule exists for Vertex Cover (Rule 6 of Fellows, Jaffke, et al., 2018). This is one way to
generalize it for DFVS, also allowing the vertices to be adjacent to uni-directed edges.

Reduction rule 6: Dominating bi-directed edge

If a vertex v dominates a vertex u that it shares a bi-directed edge with, we can immediately
add v to the solution. It dominates such a vertex if both its predecessors and successors are
a superset of the respective neighborhoods of u. This is exactly the case if all of these hold:

(u, v), (v,u) ∈ E
(a, u) ∈ E ⇒ (a, v) ∈ E
(u, b) ∈ E ⇒ (v, b) ∈ E

The predecessors and successors of u may intersect. In this case, v needs to be connected
to these vertices via bi-directed edges too.
Visual notation: Dominating 2-cycle

1

2

i

···

v

u

a

b

h

···

1

2

i

···
u

a

b

h

···

Solution
v

Proof of safeness

Either u or v need to be part of the solution as {u, v} forms a 2-cycle. Suppose v is not part
of the solution. In that case, u only covers the 2-cycle {u, v}, as for any cycle that goes
through u, another cycle exists that contains v instead. Thus, all of these cycles are already
covered by other vertices that are part of such a minimum solution. If we include v, we will
not increase solution size, but may also cover cycles that u would not cover. �
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Reduction rule 6: Dominating bi-directed edge (continued)
Overview

New n n−1 The vertex v gets removed.

New m ≤ m−2 The edges (u, v), (v, u) are removed. If v has other neighbors,
the connecting edges get removed as a result of deletion.

New k k−1 We immediately include v in the solution.

Matching time O (m2)

For every edge, we may test if the reverse edge resulting in a
2-cycle exists in constant time. Comparing the neighborhoods
of up to m neighbors each for inclusion of one set within the
other depends on the number of neighbors of either vertex.

Implementation

Implemented in reductions.AddMoreImportantSibling.

3.6.4. Contract isolated paths of length three

The following reduction rule is a fairly direct adaptation of a rule for Vertex Cover (Lemma 4.1 in
Fomin, Grandoni, et al., 2009, Rule 7 of Fellows, Jaffke, et al., 2018). Since it uses the principle
that it only relies on the local context, it can be seen as the blueprint for further adaptation of
rules that have been defined for Vertex Cover.

Reduction rule 7: Contract isolated paths of length three

If there is a bi-directed path u, v, w in the graph, such that v is otherwise completely iso-
lated and u and w are connected to the rest of the graph only via bi-directed edges,
we can contract u and w into a single vertex uw, thus retaining all previous neighbors
of both vertices and remove v. Once we have solved the remaining graph, we are
able to determine if v or u and w need to be included in the solution. If uw is in-
cluded, we need to add u and w. If uw is not present in the solution, we will add v.
Visual notation: Contract isolated paths of length three

v

w

u

N(w)

N(u) uw

N(w)

N(u)

Solution
uw ∈ S⇒ u,w
uw /∈ S⇒ v

Remove uw from S
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Reduction rule 7: Contract isolated paths of length three (continued)

Proof of safeness

Suppose w is part of the solution. If v was part of the solution too, we would be able to
obtain a solution of equivalent size by including u instead. If w was not part of the solution,
v is because of the 2-cycle connecting both. If u was part of that solution, we would have
been able to find an equivalent solution by replacing v with w. We can thus assume that
w and u will always be part of the solution at the same time, if not v gets added, which is
cheaper if neither is selected. �

Overview

New n n−2 Vertex v is removed and u,w are contracted into a single vertex

New m ≤ m−4 Edges {v, w} , {v, u} are removed. If u,w shared predeces-
sors or successors, duplicates are removed.

New k k−1 We add one vertex to the solution after having solved the re-
duced instance.

Matching time O (n)
For vertices connected with exactly two bi-directed edges, we
test if there is a non-edge between the neighbors. These are
constant time operations.

Implementation

In reductions.ContractLines.

To implement this behaviour, we need to rely on some form of recursion. Instead of manually
calling the solver in this step, we implemented a log of pending changes, see Section 3.2. This
is especially useful, as several other rules work similarly. An example is shown in Figure 3.2.

Actually, this rule would allow for u andw to be part of uni-directed edges. We however have to
ensure that a contraction does not create new induced cycles. In, but not limited to, the following
examples on a graph G, this is the case.

If (u,w) , (w, u) are non-edges:

1. If u and w are part of different components in directed(G).
2. If both →N [u]directed(G) ⊆ →N [w] and N→ [u]directed(G) ⊆ N→ [w].

If an edge (u,w) exists:

3. If excluding (u,w) from the graph no other induced u w-path exists, we can delete
(u,w) and immediately apply the rule, again closing any paths that used (u,w). Other-
wise, contracting u and w into uw from the u w-path would have created a uw uw-
cycle.
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These structures have been uncommon in practice, so the implementation of the rule was kept
simple to avoid errors. These could verified using search similar to Reduction rule 15.

3.6.5. Contract neighbors of degree three vertices

The rule above was able to eliminate vertices with only bi-directed edges of degree two. Ex-
panding this to vertices of degree three naturally follows. There are now four cases of possible
edges between the three adjacent vertices, depicted in Figure 3.3.

• All edges, 3.3a
This case is already handled by Reduction rule 6, when consecutively applying it on a
with the bi-directed edge {v, a}, b with {v, b} and c with {v, c}, which adds all neighbors
a, b, c into the solution, allowing v to be removed by Reduction rule 4.

• Two other edges, 3.3b
The vertex b will be added to the solution by Reduction rule 6. v can now be processed
by Reduction rule 7, contracting a and c.

• One edge between a, b present, 3.3c
This case can be handled similarly to Reduction rule 7. We remove v and connect the
neighborhood of c to a and b and add c into the solution if both a and b are in the solution
of the remaining instance and v otherwise.

• Vertices a, b, c are an independent set, 3.3d
We create three vertices ab, ac, bc. Each of these vertices will be connected to both neigh-
borhoods of the respective vertices. Furthermore, edges (ab, ac), (ac, ab), (ac, bc), (bc, ac)
are added and v, a, b, c removed from the graph. We can now observe that we either
need to include ac or at least two vertices into the solution. If ac is included, we include v
since a, b, c did not need to cover their neighborhoods. If two were selected we include
the vertex which has its only previous neighborhood completely covered by the two ver-
tices now selected for the solution. We also include v to cover the edges to the other
two remaining vertices. If all were selected, we include a, b, c as all their neighborhoods
needed to be covered.

v

a

b

c

(a) All edges

v

a

b

c

(b) Two edges

v

a

b

c

(c) One edge

v

a

b

c

(d) No edges

Figure 3.3.: Possible neighborhood layouts of vertices with degree three
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This rule is adapted from a rule for Vertex Cover (Rule 8 of Fellows, Jaffke, et al., 2018). Its
proof is similar to Reduction rule 7 and otherwise argues in the same way as for Vertex Cover,
so we will leave it to Fellows, Jaffke, et al.

Reduction rule 8: Contract three connected neighbors

If a vertex is connected with bi-directed edges to neighbors a, b, c which contain exactly the
bi-directed edge {a, b} and are only adjacent to bi-directed edges, we can contract c into
the other vertices thus decreasing n and k.
Visual notation: Contract three connected neighbors

v

a

b

c

N(a)

N(b)

N(c)

a

b

N(a)

N(c)

N(b)

Solution
a,b ∈ S⇒ c

a /∈ S ∨ b /∈ S⇒ v

Overview

New n n−2 Vertices v and c are removed.

New m ≤ 2m−8 Edges from the neighborhood N(c) may be duplicated, four
bi-directed edges are removed.

New k k−1 Vertices v or c would have been additionally selected.

Matching time O (n2)
We search for vertices with exactly three bi-directed edges.
We then need to verify that exactly the edges (a, b), (b, a)
connect these three neigbours.

Implementation

In reductions.DealWithDegreeThree.

In fact, this is a special case of Fellows, Jaffke, et al. (Rule 8, 2018) where a vertex with a
neighborhood being partitioned into exactly two cliques was removed. These structures however
are fairly unlikely within our graphs and would create a large overhead while contributing fairly
little to practical solving since a large number of edges is created.

This following rule is adapted from a Vertex Cover rule as well (Rule 9 of Fellows, Jaffke, et al.,
2018) and we again refer to its proof for Vertex Cover.

Reduction rule 9: Contract independent degree three neighbors

If a vertex is connected with bi-directed edges to neighbors a, b, c which form an indepen-
dent set and are only adjacent to bi-directed edges, we can contract them into three new
vertices and remove v, thus decreasing n by one.
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Reduction rule 9: Contract independent degree three neighbors (continued)

Visual notation: Contract independent neighbors of degree three vertices

v

a

b

c

N(a)

N(b)

N(c)

ab

ac

bc

N(a)

N(b)

N(c)

Solution
I := {ab,ac,bc}
S ∩ I = {ac}⇒ v

S ∩ I = {ab, ac}⇒ v, a
S ∩ I = {ab, bc}⇒ v, b
S ∩ I = {ac, bc}⇒ v, c

I ⊆ S⇒ a, b, c
Remove I from S

Overview

New n n−1 Vertex v is removed, the other three are replaced by a coun-
terpart.

New m ≤ 2m−2
Edges from the neighborhoodsN(a), N(b), N(c)may be du-
plicated, three bi-directed edges adjacent to v are replaced
by two for the newly created combined vertices.

New k k
Solutions where v would have been selected are pushed to
ac, the value therefore does not change.

Matching time O (n)
We search for vertices with exactly three bi-directed edges.
We then need to verify that the neigbours are independent.
This is possible in constant time.

Implementation

In reductions.DeleteThreeIndependent, unused.

In practice, this rule increased running times as it creates a large number of additional edges,
although it reduces the solution size by one.

3.6.6. Crowns

Crown rules have been successfully used for Vertex Cover kernelization (Abu-Khzam et al.,
2007) and, with a few modifications, can be translated to DFVS.

Reduction rule 10: Crowns
A crown consists of two sets of vertices I , H

1. Vertices in I are an independent set.
2. H contains at least as many vertices, |I| ≥ |H|.
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Reduction rule 10: Crowns (continued)
3. Vertices in I are only connected to vertices in H .
4. There is a matchingM on the bi-directed edges between I andH such that all vertices

in H are matched.
As a result, I and H do not share any vertices, I ∪ H = ∅. In that case, we can add all
vertices in H directly into the solution and remove vertices in I .
Proof of safeness

By definition, there is a matching from all vertices in I to vertices in H . For all these edges,
either adjacent vertex needs to be part of the solution. Since the matching size is |H|,
adding all vertices in H is such a minimum solution while possibly covering other cycles as
well. �

Overview

New n n− |I| − |H| All vertices in I , H , are removed.

New m ≤ m− 2 |H|
All edges between I andH are removed, at least the re-
quired ones from the matching. Further edges connected
to H are also removed.

New k k − |H| we add all vertices in H into our solution.

Matching time O (
√
n ·m)

In principle, crown rules are efficiently implementable
by first computing a matching and then augmenting it,
essentially based on flow algorithms

Implementation

In CrownReduction, partial

Vertices inH may be connected to any other vertices in the graph, including directed edges. In
general, we disallow vertices in I to be connected to other vertices, as this would invalidate the
argument we used.

However in some cases, we are still able to apply the rule. Essentially if all induced cycles
vertices in I lie on at some point pass through H . Specifically, we do not allow cycles only
within I .

1. We can allow any directed edges from or toH . All possible paths through these vertices
would be covered by H .

2. We can furthermore allow paths containing edges from anywhere in the graph to enter I
at vertices Iin ⊆ I and leave I through Iout ⊆ I if these do not intersect, Iin ∩ Iout = ∅,
and are not connected and there are no vi ∈ in, vo ∈ out with (vi, vo) ∈ E(G). Since
they visit a vertex in H , they are covered for our minimum solution.

3. If every path leaving or entering I at some point passes through H or is closed by a
shorter cycle. We could test this in a similar fashion as in Reduction rule 15.
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We only implemented a search for easy to find small crowns. A sensible approach for finding all
feasible crowns would be computing the crowns on the undirected subgraph and determining
which of these are valid on the directed graph.

Crowns may also be identified with an LP-based approach (Abu-Khzam et al., 2007). If we
already compute LPs for example for lower bounds, we might reuse the result of such computa-
tions.

3.6.7. Single disjoint cycle

If a vertex v lies on only one disjoint cycle, we can safely shortcut it (Rule 5 of R. Fleischer et al.,
2009). There is at least one other vertex that dominates it and could be selected for the solution
instead. This is a generalization of Reduction rule 5. We abandoned implementing this rule as
such a case hardly ever occurred in our test data and further rules like Reduction rule 14 would
in such a case likely remove edges of such constructs.

3.7. Remove edges not on induced cycles

Many of these reduction rules were derived from other rules, especially rules known to be work-
ing for Vertex Cover.

The most interesting principle however, was discovered by Lin and Jou (2000). Only induced
cycles matter for solving DFVS. This is analogue for example to the Hitting Set edge domination
reduction rule (Abu-Khzam, 2007; Weihe, 1998) that allows us to ignore sets that are supersets
of other ones. If we form a Hitting Set of all cycles, only the sets that represent induced cycles
will remain.

Thus, if an edge does not lie on an induced cycle, we can remove it immediately. As a conse-
quence, we can remove vertices that do not lie on induced cycles as well. In order to be able
to remove these edges, we need to solve the following Edge on Induced Cycle problem.

Problem 10: Edge on Induced Cycle
Input: Graph G, an edge e ∈ E(G)
Output: Does e lie on an induced cycle in G?

Unfortunately checking whether a vertex lies on an induced cycle is NP-hard (Fellows, Kra-
tochvil, et al., 1995; Lubiw, 1988). Similarly, Edge on Induced Cycle is NP-hard as well –
this even applies to graphs that become acyclic when removing a single edge (Dirks, Gerhard,
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et al., 2024). We therefore cannot parameterize this by the size of a DFVS on the instance.
We will formulate multiple smaller rules, that solve the inverse problem and can be implemented
efficiently in practice.

3.7.1. Strongly connected components

A common approach to solving DFVS that builds upon this observation is splitting the graph into
its strongly connected components and solving each component independently (Rule PIE of Lin
and Jou, 2000, Swat, 2022b).

This is not exactly a reduction rule as that alone does not change the size of the instance. We
however treat it as a reduction rule since edges between strongly connected components are
removed in this step. It is best applied after the more simple reduction rules and before more
expensive ones should be computed.

Most approaches found in the literature will apply some of the aforementioned reduction rules,
then compute all strongly connected components and continue with computing on each compo-
nent individually. Although algorithms for computing these components with running time linear
in m exist (Tarjan, 1972), they produce a large overhead in discovering individual strongly
connected components. An approach that we have found to be more efficient was relying on a
recursive algorithm (L. K. Fleischer et al., 2000) and applying the more simple reduction rules
ahead of each recursion step. This outweighed the additional logarithmic costs, especially since
it can be computed in linear time when the graph already contains just a single component.

Reduction rule 11: Strongly connected components

We pick an arbitrary vertex v. We then compute the set of vertices →V that can reach v
with a path in G, and the set of vertices that v can reach, V →, as seen in Figure 3.4b. v is
included in both of these sets. The intersection →V ∩V → is a strongly connected component
and can be solved independently. We can now recurse on →V \ V →, V → \→ V and
V (G) \ {→V ∪ V →} independently and start by applying the simple reduction rules. In
case of Figure 3.4c, this would immediately remove three vertices that would otherwise be
independent strongly connected components as in Figure 3.4d (assuming that shortcut rules
are not applied).
In practice, it is best to find the largest component first. We therefore attempt to select a
vertex of high in- and out-degree, as this is more likely to be placed in a larger component.
We achieve this by picking the vertex with the largest product of in- and out-degree, as
displayed in Figure 3.4a.
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Reduction rule 11: Strongly connected components (continued)

Proof of safeness

Per definition a cycle can only live within one strongly connected component. As such,
there cannot exist a cycle that does not get hit by the solution within any strongly connected
component solved independently. �

Overview

New n n No vertices are being removed.

New m ≤ m
No edges are added. If there were edges between different
strongly connected components, these will not appear in any
of the produced instances.

New k ≤ k,≥ k
4

In case we are able to separate several strongly connected
components, their sizes will add up to k, thus reducing the
k for individual instances. A single application creates up
to four separate instances that divide that k between each
other.

Matching time O (n2)
We perform two BFS and compare the resulting sets after-
wards. This is just for a single application of the rule.

Implementation

In reductions.Fleischer.
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(c) Strong connected component of v and subsets that can now be handled independently

(d) Isolated strong connected components, not computed at once in practice

Figure 3.4.: Strong connected components
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3.7.2. Remove directed dead ends

Similar to Reduction rule 4, we can remove edges that immediately lead to or come from a vertex
that do not have a same directed predecessor or contain only bi-directed edges otherwise.

Reduction rule 12: Remove directed dead ends
If for an edge e = (s, t) the vertex s does not have a predecessor that is not a suc-
cessor at the same time, we can remove e. This works analogous for successors of t.
Visual notation: Remove without directed predecessors
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Visual notation: Remove without directed successors
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Proof of safeness

There can be no cycle going through e that would not be covered in the solution anyway,
as either vertex of a 2-cycle needs to be included. �

Overview

New n n No vertices are being removed.
New m ≤ m Any identified edges may be removed.
New k k Vertices are not touched.

Matching time O (m)

For each vertex, we need to test if all uni-directed edges of a ver-
tex have the same direction. Each edge only gets tested twice.
This would result inO (n+m), however them takes precedence.
A specialized graph implementation might track this and could
thus only need to test n vertices.

Implementation

In CombinedRecursiveReduction, see Section 3.10.
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3.7.3. Remove if there is no directed cycle

In the previous rule we already observed that we do not need to pay attention to 2-cycles. This
remains true even if the 2-cycles occur further down the path. In effect, we can independently
work on the directed subgraph (Rule PIE of Lin and Jou, 2000, Swat, 2022b).

This rule was reintroduced independently by Červený et al. (Rule 5, 2022).

Reduction rule 13: No directed cycle

If an edge does not lie on a cycle in the directed subgraph, we can remove it.
Algorithm

Input: Graph G, edge (s, t)
Output: Is (s, t) definitely not induced?

1 Q := {t} // Initialize queue with single queued vertex
2 R := {t} // Track vertices that have been queued
3 if (t, s) ∈ E(G) then
4 return false // s, t are a 2-cycle
5 end
6 while Q is not empty do
7 v := poll(Q) // Select and remove first element in queue
8 for each w ∈ N→ [v] do
9 if (w, v) /∈ E(G) then // The edge (v, w) was directed

10 if w = s then
11 return false // We found a directed t s-path
12 else if w /∈ R then // We add vertices only once
13 Q← Q ∪ {w} // Add w to the queue
14 R← R ∪ {w} // Remember not to add w again
15 end
16 end
17 end
18 end
19 return true // We did not find a directed t s-path

Proof of safeness

There is no induced t s-path in the graph. The search followed all edges, except for edges
that definitely lie on a 2-cycle, making all cycles that would use it non-induced. �
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Figure 3.5.: Edge not on a directed cycle

Reduction rule 13: No directed cycle (continued)
Overview

New n n No vertices get removed directly.
New m m−1 The edge is removed.
New k k Vertices are unchanged.

Matching time O (m2)
We inspect each edge at most once and apply this rule for
each edge.

Implementation

Implicitly in DeleteNonInducedEdge

An example is shown in Figure 3.5. The edge (a, b) does not lie on a cycle in the directed
subgraph and could thus be removed.

After a successful application of the rule, Reduction rule 12 should be applied recursively to
remove larger acyclic components at once. We can furthermore modify this search to remember
the edge it used to first reach a vertex. In this case, we could directly reconstruct the cycle we
have found and mark all edges on it as processed, removing the need to perform the BFS again.

3.7.4. Remove if there is always a shorter cycle

If the source vertex of our edge contains an edge to a vertex we would visit, any path back to
it would close a shorter cycle. We can thus ignore these in our search. The same applies to
predecessors of the target vertex.

This makes this rule a generalization of Lin and Jou (Rule DOME, 2000). It was introduced
independently by Červený et al. (Rule 6, 2022).
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Figure 3.6.: Edge with edges allowed for search and forbidden vertices marked

Reduction rule 14: Remove ignoring shorter cycle

If for every cycle C an edge e = (s, t) lies on, a vertex w ∈ C such that a different edge
(s, w) or (w, t) exists, we can remove e.
We can implement this rule bymodifying our breadth-first-search from t to s. We can exclude
all vertices that are either a direct predecessor of t or a direct successor of s. Note that this
even applies to bi-directed edges, since this implies a 2-cycle which needs to be covered as
well.
Modification for the algorithm of Reduction rule 13

… … … …
8 return false
9* else if

w /∈ R // We add vertices only once
and

(s, w), (w, t) /∈ E(G) // Ignore if shortcut exists
then

10 Q← Q ∪ {w}
… … … … …

Proof of safeness

If we look at the Hitting Set set systems that our DFVS instance would produce, every set of
a cycle going through e would be a subset of a different set via the alternative edge directly
leading to w. The instance without the respective sets is therefore equivalent. �

Overview

New n n No vertices get removed directly.
New m m−1 The edge is removed.
New k k Vertices are unchanged.

Matching time O (m2)
We additionally test for the existence of two edges which is
possible in constant time.

Implementation

Implicitly in DeleteNonInducedEdge
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An example for allowed vertices and edges for a BFS for the edge (a, b) is shown in Figure 3.6.
We may not visit f since it is a successor of a. Likewise, we can ignore g, h as predecessors of
b. Bi-directed edges like {d, e} remain irrelevant for (a, b). The BFS finds a path in the end, we
are thus not allowed to remove (a, b).

3.7.5. Remove edges while tracking cycles in predecessors

The example in Figure 3.6 from the previous section illustrates a case where Reduction rule 14
does not remove (a, b) even though it did not lie on an induced cycle. The path c, i, l was
already a cycle. In fact, all other edges in the example lie on an induced cycle and would thus
not be removed either.

We can further modify our search from Reduction rule 14 to rule out cases where we would
follow a path during search that contains an induced cycle on its own. Our approach will not
find all occasions of edges not on induced cycles, but usually finds a lot of useful results.

The non-induced edge (a, b) of the example in Figure 3.6 is now discovered as depicted in
Figure 3.7. We do not visit h as b is a forbidden successor of c. We stop our search in l as c is
a forbidden successor of l.

Reduction rule 15: Shorter cycle in predecessors

We perform a BFS. For every vertex, we track a set of disallowed successors. We do not visit
vertices if they have an edge to a vertex on our previous path. In case we find a different
path to a vertex, the disallowed vertices will be the cut of both. In case this leads to vertices
being allowed whereas they were not before, we need to search from these vertices again.
This implicitly includes disallowing edges (s, w), (w, t) for a visited vertex w as in Reduction
rule 14. If we cannot find a path back to s using these and the previous rules within the
BFS, we can safely delete our edge.

a b
{b}

c
{b,c}

e f g h i
{b,c,i}

j k l

d

7b

7c

Figure 3.7.: Sets of disallowed successors on the example from Figure 3.6
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Reduction rule 15: Shorter cycle in predecessors (continued)
Algorithm

Input: Graph G, edge (s, t)
Output: Is (s, t) definitely not induced?

1 Q := {t} // Initialize queue with single queued vertex
2 R := {t} // Track vertices that have been queued
3 Ft := {t} // Track forbidden successors, disallow t for t
4 while Q is not empty do
5 v := poll(Q) // Select and remove first element in queue
6 for each w ∈ N→ [v] do
7 wallowed ← true // w is allowed in the current search
8 for each f ∈ Fv do // Successors forbidden for t v-paths
9 if (w, f) ∈ E(G) then // w had a forbidden successor

10 if w 6= s or f 6= t then // Ignore if edge is (s, t)
11 wallowed ← false // Disallow visiting w from v
12 end
13 end
14 end
15 if wallowed then // Edge (v,w) did not close a shorter cycle
16 if w = s then
17 return false // We found a directed t s-path
18 else if w /∈ R then // First encounter of w
19 Q← Q ∪ {w} // Add w to the queue
20 Fw := Fv ∪ {w} // All disallowed of v and w
21 R← R ∪ {w} // We now have encountered w

22 else // Subsequent encounter of w
23 N := Fw ∩ (Fv ∪ {w}) // New disallowed successors
24 if N ( Fw then // Less disallowed
25 Fw ← N // Update disallowed successors
26 if w /∈ Q then
27 Q← Q ∪ {w} // Add w back into the queue
28 end
29 end
30 end
31 end
32 end
33 end
34 return true // We did not find a directed t s-path
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Reduction rule 15: Shorter cycle in predecessors (continued)

Proof of safeness

If we look at the Hitting Set set systems that our DFVS instance would produce, every set
of a cycle going through e would be a subset of a different set because of a cycle closed
within the searched path. The instance without the respective sets is therefore equivalent. �
Overview

New n n No vertices get removed directly.
New m m−1 The edge is removed.
New k k Vertices are unchanged.

Matching time O (m · n2)

A removal of the set elements may trigger another update
of successors of this vertex. Every vertex is initially assigned
a set containing at most all n vertices of the graph. Each of
its up to n removals of vertices might trigger another search.
The search itself is possible in O (n2) and occurs at most n
times. We apply this rule for all m edges.

Implementation

In DeleteNonInducedEdge

This does not cover specific cases where a combination of several cycles would in theory block
a path but no individual one does it alone. In such cases, we could possibly look into tracking
relying on logical expressions instead, but their evaluation would be NP-hard since we could
otherwise solve the initial problem.

We were able to show that this algorithm becomes exact on the class of all graphs that exclude
the graph in Figure 3.8 as a directed minor (Dirks and Gerhard, 2024). A directed minor is
very similar to its undirected counterpart, however takes directions of edges into account, while
preserving paths. Although this is fairly restrictive, it allows arbitrarily long cycles and DFVS
solution sizes.

a

b

c

d

Figure 3.8.: Directed minor to exclude for our Edge on Induced Cycle heuristic
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3.8. Pick cycle dominating vertices

Since Reduction rule 6 was very effective, we have searched for rules that follow the same
principle. The two main ways to relax its very strict requirements are extending the scope of the
neighborhood that is taken into account and to generalize it to cycle lengths greater than two.

3.8.1. Pick vertices weakly dominating bi-directed edge

We were able to construct a new rule related to Reduction rule 6, although it does not subsume
it. Instead of requiring v to be adjacent to a superset of neighbors of w, we only consider either
the incoming or outgoing neighbors.

Reduction rule 16: Pick cycle dominating vertices on bi-directed edges

Let us look at a vertex v that it lies on a 2-cycle with a vertex w. If w does not lie on a cycle
such that we do not visit vertices that v has a 2-cycle with, we can add v to the solution.
Proof of safeness

Suppose that w was part of the solution and v was not. In that case, all neighbors of v
would need to be part of the solution as well, to cover the 2-cycles that v lies on. In this
case, we can find a solution of equivalent size by removing w and including v. �

Overview

New n n−1 The dominating vertex v is added to the solution.

New m ≤ m−2 The bi-directed edge {v, w} is removed. Any further adjacent
edges of v are removed.

New k k−1 The dominating vertex v is added to the solution.
Matching time O (m2) We perform a search from w to w.

Implementation

In DeleteObsoleteOnTwoCycle

The application of this rule usually allowed us to shortcut w with Reduction rule 5, since our
graphs were most likely to contain these structures if v has a bi-directed edge to a single successor
of w.

In principle, we are able to adapt our search approaches from Reduction rules 14 and 15 for
this rule. We can use all vertices that v has a bi-directed edge with as forbidden vertices and
will thereby only respect induced cycles. Depending on the desired trade-off between quality
and performance, we can chose to track forbidden successors.
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We could also further restrict our rule to either cover all successors or predecessors of w with bi-
directed edges of v to improve its performance while omitting possible vertices to directly include
in the solution. Based upon our evaluation, the decrease in solution size however outweighs this
additional computation time.

3.8.2. Strongly dominating cycle

This is a generalization of Reduction rule 6 to allow longer cycles. It can be implemented very
easily, since there is always exactly one suitable successor if the rule can be applied.

Reduction rule 17: Strongly dominating cycle

If a vertex v dominates a cycle C , such that for all vertices w ∈ C,w 6= v the predecessors
and successors are a superset of their counterparts of w except for vertices in C itself, we
can immediately add v to the solution.
Algorithm

Input: Graph G, an edge (v, w)
Output: Does v dominate a cycle through (v, w)?

1 vprevious := v // Start with v as the previous vertex
2 vcurrent := w // Use w as the next vertex
3 while vcurrent 6= w do
4 if →N [vcurrent] \ {vprevious} * →N [v] then
5 return false // v does not have a counterpart to a predecessor
6 end
7 F := N→ [vcurrent] \N→ [v] // Find successor on cycle
8 if |F | 6= 1 then
9 return false // v does not dominate vcurrent on cycle

10 end
11 vprevious ← vcurrent // Move on to the next vertex
12 {vcurrent} ← F // Unwrap single vertex in F to inspect next
13 end
14 return true // We can immediately add v

Proof of safeness

Suppose v was not part of the minimum solution. Any vertex of C needs to be part of a
DFVS. Thus another vertexw ∈ C is included in the solution. Ifw was covering a cycle other
than C , this has so far not been covered, even though there are the same edges leading to
v. However, now we could obtain a solution of equivalent size by including v instead of w,
contradicting our claim. �



66 Solving DFVS in Theory and Practice · Master Thesis Enna Gerhard

Reduction rule 17: Strongly dominating cycle (continued)
Overview

New n n−1 The vertex v gets removed.

New m ≤ m−2 The edges adjacent to v are removed. At least two edges
were part of C

New k k−1 We immediately include v in the solution.

Matching time O (m · n2)
We start a search for each of the m edges. We com-
pare the predecessors and successors for each vertex dur-
ing search and there is always a single possible successor.

Implementation

Implemented but removed

We implemented this rule, however decided against using it, since it was only able to match
very few vertices.

3.8.3. Weakly dominating cycle

We are able to generalize Reduction rule 17 further. We only need to ensure that we dominate
with respect to all cycles at some point. This increases the implementation difficulty as there now
might be multiple viable successors during search.

Reduction rule 18: Weakly dominating cycle

If a vertex v dominates a cycle C , such that there is an edge (u′, w′) on it, possibly with
u = v or w = v such that for all vertices u on C until and including u′ the predecessors of
u are a subset of their counterparts of v except for their predecessor in C itself and similarly
all successors starting with w′ otherwise only contain other successors of v apart from the
next vertex in C , we can immediately add v to the solution.
Proof of safeness

Suppose v was not part of the minimum solution. Any vertex of C needs to be part of a
DFVS. Thus another vertex v′ ∈ C is included in the solution. Because of our construction,
C does not contain induced cycles that v is not a member of. If v′ was covering a cycle
other than C , this has so far not been covered, even though for all of its incoming paths and
outgoing paths through C a direct edge to or from v exists which would contradict the claim
of a solution. However, now we could obtain a solution of equivalent size by including v
instead of v′, contradicting the claim of v not being part of the minimum solution. �
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Reduction rule 18: Weakly dominating cycle (continued)
Overview

New n n−1 The vertex v gets removed.

New m ≤ m−2 The edges adjacent to v are removed. At least two edges
were part of C

New k k−1 We immediately include v in the solution.

Matching time O (m · n2)

We can build two trees using a search, containing possi-
ble successors until u′ and possible predecessors beforew′,
and test for all possible edges between the two if they do
not intersect already. The successive test is hidden in the
O-notation.

Implementation

Not implemented

3.9. Other interesting data reduction rules

The following rules were not implemented or we abandoned their implementation quickly when
we did not find instances where the rules could be applied and would produce a notable effect.
Some have appeared in the literature while we found several other reduction rules.

3.9.1. Too many internally vertex disjoint paths

This rule has been included as Rule 3 in Bergougnoux et al., 2021. It is a special case of the
sunflower rule for Hitting Set (Erdős and Rado, 1960; Van Bevern, 2013). It is a generalization
of Rule 6 of (R. Fleischer et al., 2009) to non-edges instead of requiring the start and end vertex
of the paths to be identical.

Reduction rule 19: Too many internally vertex disjoint paths

If there are at least k + 1 internally vertex-disjoint paths from vertex u to v in G, we may
introduce a new edge (u, v) for G′. If u = v, since this would create a loop, we can
immediately add v to the solution.
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Reduction rule 19: Too many internally vertex disjoint paths (continued)

Proof of safeness

A solution for G′ is obviously a solution of the same size for G since G is a subgraph.
In the other direction, suppose a solution of size k exists forG. Since there are at least k+1
internally vertex-disjoint u, v paths, at least one of these u, v paths is not covered by a vertex
in the solution.
For every path v u, a vertex within this path, possibly v or u must hence be included in
the solution. This would also cover all cycles shortcut by the newly introduced edge (u, v).
If no path v u exists, the edge (u, v) does not contribute to a cycle, thus not increasing
the solution size. �

Overview

New n n No vertices get removed.
New m m+1 An edge is introduced.
New k k Vertices are unchanged.

Matching time O (n2 ·m ·
√
n)

There are at most n2 pairs of vertices to check. Each
application is possible with a standard (s, t)-cut pos-
sible in O (

√
nm), we would be able to stop after

confirming a flow greater than k.

Implementation

Not implemented

This rule is visualized in Figure 3.9. It will likely allow further applications of rules such as
Reduction rule 14, although it increases m by one.

Practical implementations should only inspect non-edges since adding an edge does not make
sense if it is already present. Furthermore, only vertices with out-degree k + 1 and in-degree
k + 1 are suitable as u and v, respectively. Since even this was barely the case on the PACE
challenge instances, this rule was not implemented.

This rule could be further extended. If we remove the set of disjoint v u-paths P , any lower
bound l for DFVS on the remaining graphG[V (G) \

⋃
p∈P V (p)] can be subtracted from k+1,

allowing us to introduce an edge if there are more than k + 1 − l disjoint cycles. Computing
lower bounds for DFVS will be discussed in detail in Section 5.6.2 on page 106.

Unfortunately, we are not aware of techniques that would allow us to obtain lower bounds on
this remaining graph with theoretical guarantees. A good candidate would have been a Cycle
Packing, however this problem itself is NP-hard (Nutov and Yuster, 2004), preventing theoretical
results from this approach.
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Figure 3.9.: Introduce edge if more disjoint paths than vertices in solution exist

3.9.2. Dominated cliques

This rule can be understood as an attempt to generalize crowns, Reduction rule 10, and could
also be adapted for Vertex Cover.

Let us look at two independent vertices v, u that have neighborhoods N(v), N(u) that each
contain exactly two cliques. A vertex cannot be included in both cliques since it would otherwise
have been included by Reduction rule 6. Further bi-directed or uni-directed edges between the
cliques are allowed. Now, if N(u) ⊆ N(v), we can add N(u) into the solution and remove u.

Proof Suppose u was part of the solution. In that case, two vertices of N(u), one of each
clique, would not be selected. As a result, v would need be part of the solution too. We could,
however, create a solution of the same size by not including u and v and selecting all of N(v)
instead. �

We cannot immediately include N(v) though, as a minimum solution may include v but not u.

3.9.3. Tail-Biting Worms

The previous rule allows for creating several rules following a similar argument. Let us look at
an independent set of vertices H = v1, v2, . . . , vl that have neighborhoods N(v1), . . . , N(vi)
that each contain exactly two cliques. Further edges between the cliques are allowed. Now,
if ∀i ∈ [1, l − 1] : N(vi) ⊆ N(vi+1) and N(vl) ⊆ N(v1), we can add

⋃
i∈[1,l]N(vi) into the

solution and remove H .

Proof Suppose any vi was part of the solution. In that case, a vertex of both cliques would not
be selected, thus both neighbors would need to be part of the solution too, chaining to all other
vertices in H . We could, however, create a solution of the same size by not including H and
selecting all the neighborhoods instead. �
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3.9.4. Tunnels

A tunnel is a segment between two vertex cuts C1, C2 with |C1| ≤ |C2| that has no cuts smaller
than |C2| in between nor other edges entering or leaving it and does not contain cycles. Vertices
in the incoming cut may only have predecessors outside of the tunnel, the ones of the outgoing
cut only successors, possibly between the cuts. The cuts may also share vertices. We can
remove all internal vertices of a tunnel and add an edge between each pair of vertices if they
were connected by a path in the original segment between the cuts. This reduction is safe.

Proof Suppose any internal vertex v and possible further internal vertices S ′ ⊇ {v} of the
tunnel were part of the solution S ⊇ S ′.

If |S ′| ≥ |C2|, we could obtain a solution of equivalent size by including all of C2 and possibly
even a smaller solution when including C1.

If there were less than |C2| internal vertices S ′ in the solution, then for each c1 c2 with c1 ∈
C1, c2 ∈ C2 that contains v, there is at least one p = c1 c2 that does not contain any vertex
in S ′, otherwise we would have obtained a smaller cut. Each cycle closed by a p′ = c2 c1
however needs to be covered and since no vertices in p are in S, it must be covered by a vertex
in p′. Now, each cycle covered by v is also covered by another vertex v′ in some other p′,
leading to a smaller solution size when excluding v. �

The smallest tunnel not removed by other reduction rules is an independent pair of vertices
v1, v2 pairwise connected to another pair of vertices and subsequently to vertices w1, w2. We
can remove the intermediate vertices and introduce shortcuts as depicted in Figure 3.10a. The
two framing cuts do not need to have the same size, as long as there is no cut between them
that is smaller than the larger of the two, 3.10b.

3.10. Recursive application

For an implementation that is efficient in practice, the most simple and easy to compute rules
can be merged into a single combined rule. The best suitable candidates are Reduction rules 1,
4, 5 and 12. These rules are not context dependent and only depend on a vertex and its
most immediate neighbors. They are applied recursively, an application on a vertex causes its
neighbors to be marked for re-inspection.

We designed the algorithm to only work on a predefined set of vertices, supplied in a queue
Q. Initially, we call it populated with all vertices V (G) to process the whole graph. After an
application of one of the other reduction rules, we may call it only on the subset of changed
vertices and its neighbors, eliminating the inspection of vertices where no change could have
possibly occurred. The contained rules are simple and therefore do not require a log, we simply
collect a set of vertices S to add to a solution of the reduced instance.
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(a) Minimum tunnel example
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(b) Wider and unequal cuts

Figure 3.10.: Tunnel examples

This approach extends the recursive application of Kahn’s algorithm (1962).

This has been implemented in reductions.CombinedRecursiveReduction.
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4. Kernelisation

In this chapter, we will construct a |F |4-kernel for DFVS, which depends on the size of an under-
lying minimum Feedback Vertex Set F . It mostly follows the construction of Bergougnoux et al.
(2021). The main difference is, that it does not require the Feedback Vertex Set as an input,
although it could be approximated.

4.1. Existing kernels for DFVS

As mentioned in Section 2.2 on page 21, finding a polynomial size kernel for DFVS based on
the solution size k is an open problem.

There are two other main approaches within kernelization. The first is choosing a parameter
that is generally smaller than the solution size to further “refine” a kernel compared to one
parameterized by its solution size (Jansen and Bodlaender, 2013). We do not even know
a polynomial size kernel for k, but we can do the opposite by choosing a parameter that is
generally larger than the solution size and thereby restricting the input.

Kernels have been found if the graph is a tournament (Abu-Khzam, 2007; Dom et al., 2010),
that is a graph where all pairs of vertices are connected by an edge, but not in the other direction.
This has been transferred to generalizations of tournaments (Bang-Jensen et al., 2016).

Lokshtanov, Ramanujan, Saurabh, et al. (2019) were able to find a kernel of size (k · l)O
(
η2

)
us-

ing the solution size k and the size l of a Treewidth-η Modulator of the graph. The Treewidth-η
Modulator is sometimes referred to as “Wannabe Treewidth”, as it implies a fixed Treewidth
of η after the removal of l vertices. Furthermore, on graphs with bounded expansion and
nowhere dense graphs, a kernel of size of size O (k) exists if they do not have cycles longer
than a fixed d (Dirks, Gerhard, et al., 2024).

There have been further kernels requiring the remaining graphG[V (G)\S] after having deleted
the DFVS S to contain specific structures (Mnich and van Leeuwen, 2017).
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4.2. A kernel requiring a Feedback Vertex Set as input

Bergougnoux et al. (2021) introduced a kernel for DFVS if a solution F to the Feedback Vertex

Set of the cycle preserving undirected graph G of G is provided. It is inspired by the kernel of
Bodlaender and Dijk (2010) for Feedback Vertex Set.

We will provide a slight modification to this kernel in the subsequent section, but restate its
relevant points here. We will use slightly different notation and especially names for consistency
with the rest of the thesis. Contrary to Bergougnoux et al., we continue to keep track of k as the
DFVS solution size while they employed |F | as its upper bound instead. The kernel depends on
|F | and k.

Bergougnoux et al. first compute an FVSF ofG using a 2-approximation, referring to Bafna et al.
(1999) for an algorithm that computes this in O (min (m · log (n) , n2)). While also handling
weighted instances, it first greedily picks vertices on an undirected cycle for the solution and
removes them afterwards in reverse order if they have become redundant.

4.2.1. Preparing the graph and creating a first bound

Bergougnoux et al. first apply Reduction rules 4 and 5, after which every vertex has at least two
predecessors and two successors. They then apply Reduction rule 19, but only taking pairs of
vertices in F into account. This rule merely adds edges without increasing k. Our size guarantee
will only depend on the number of vertices, this addition therefore does not interfere with our
parameter.

They introduce two additional notions. A potential edgepotential edgepotential edgepotential edgepotential edgepotential edgepotential edgepotential edgepotential edgepotential edgepotential edgepotential edgepotential edgepotential edgepotential edgepotential edgepotential edge is a pair (u, v) of vertices from F
regardless of an edge (u, v) ∈ E(G) being present. We allow u = v. Since there are |F | (|F |−
1) = |F |2 − |F | ordered pairs of vertices within F because of loops not being reversed, there
are exactly as many potential edges and at most as many non-edges. A vertex v contributescontributescontributescontributescontributescontributescontributescontributescontributescontributescontributescontributescontributescontributescontributescontributescontributes to
a potential edge (u,w) if (u, v), (v, w) ∈ E(G). Examples of a vertex v contributing to edges,
non edges, loops and non-loops in F is shown in Figure 4.1.

v

u w
F

(a) Edge

v

u w
F

(b) Non-edge

v

w
F

(c) Loop

v

w
F

(d) Non-loop

Figure 4.1.: A vertex contributing to different potential edges
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After the application of Reduction rule 19, for each non-loop (v, v) and non-edge (u, v) /∈
E(G[F ]), there are at most k vertex-disjoint u v paths in G for any vertex or non-edge. There-
fore, for each vertex pair u, v in F , there are at most k vertices contributing to non-edges or
non-loops (u, v) which may also include vertices in V (G)\F . This implies that there are at most
k |F |2−k |F | vertices contributing to non-edges inG[F ] and at most k |F | vertices contributing
to loops in G[F ] in the original graph G.

Taking A = V (G) \ F , Bergougnoux et al. continued by bounding the number of vertices in
G[A], with regard to k. They bound the number of vertices in sets A0, A1, A2, A≥3 of vertices
with total degree 0, 1, 2 and at least 3, respectively, in G[A].

4.2.2. Bounding vertices of degree zero

Bergougnoux et al. first apply the following Reduction rule 20 on vertices in A0 (2021). Bound-
ing the number of vertices in A0 becomes simple after that. We give it in its generalized form in
which it was also introduced by Červený et al. (Rule 7, 2022).

Reduction rule 20: Floating vertex

If the shortcutting of a vertex v would not introduce any new edges, we can safely remove
v. This is the case if all predecessors of v contain an edge to all of its successors, ∀win ∈
→N [v] : ∃wout ∈ N→ [v] : (win, wout) ∈ E(G).
Visual notation: Floating vertex

1

2

i

···

v

a

b

h

···

1

2

i

···

a

b

h

···

Solution
ø

Proof of safeness

The vertex v can not lie on an induced cycle. Suppose v was part of a minimum solution.
Each cycle that v lies on leads through both one of its predecessors and successors. Let us
denote them as uin and uout. Because of the rules condition, an edge (uin, uout) must be
present too. Therefore, a path uout uin must exist, which gets closed by (uin, uout) and
therefore would need to be covered by the solution, contradicting the initial claim. �
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Reduction rule 20: Floating vertex (continued)
Overview

New n n−1 The vertex v gets removed.
New m ≤ m Any edges adjacent to v are removed.

New k k
Since shorter cycles always exist, v cannot be part of any mini-
mal solution.

Matching time O (n3)
For every pair of predecessors and successors of v, we test if
an edge connecting them exists.

Implementation

Indirectly in DeleteNonInducedEdge

This rule is superseded by Reduction rule 14 in combination with Reduction rule 4.
Proof For any edge (uin, v) leading to v, any successor uout of v will be disallowed during
search of Reduction rule 14, since an edge (uin, uout) exists. This leads to the deletion of all
incoming edges of v. Reduction rule 4 will remove v since it is not adjacent to incoming edges
after that. �

After having applied Reduction rule 20 on vertices in A0, for a vertex a0 ∈ A0, all of its prede-
cessors and successors must have been in F . Because of Reduction rule 4, at least one of either
must have existed, otherwise it would have been reduced. If a0 was not removed by Reduction
rule 20, at least one non-edge in G[F ] must have existed. As a result, a0 has contributed to
at least one non-edge or non-loop of G[F ] and is one of the k |F |2 − k |F | vertices already
accounted for above.

4.2.3. Bounding vertices of degree one

Bergougnoux et al. continue with vertices in A1. As before, there can only be a limited number
of vertices A1 contributing to a loop in G[F ]. The other vertices of degree one will be ensured
to contribute to a non-edge in G[F ] and thus bounding the size of A1 by applying another
reduction rule. Let A′

1 ⊆ A1 be the vertices not contributing to a non-edge or loop in G[F ].

Because of Reduction rule 5, every vertex has at least two predecessors and successors. Since
vertices a1 ∈ A′

1 do not contribute to a loop, at least one of its predecessors and two successors
or two of its predecessors and one successor are in F . Consequently, there is a pair of distinct
successors and predecessors in F and therefore a1 contributes to a potential edge in G[F ].

Bergougnoux et al. apply the following Reduction rule 21 on vertices in A1 to rule out the
existence of verticesA′

1 not contributing to non-edges (2021). We again give it in its generalized
form and show that it is subsumed by our rule.



76 Solving DFVS in Theory and Practice · Master Thesis Enna Gerhard

Reduction rule 21: Covered predecessors and successors

Given a vertex v, if all predecessors but one predecessor p contain edges to all successors,
remove edges from all but this predecessor p. If all predecessors contain edges to all but
one successor s, remove edges to all but this successor.
Visual notation: Covered predecessors

p

1

2

i

···

v

a

b

h

···

p

1

2

i

···

v

a

b

h

···

Solution
ø

Visual notation: Covered successors
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Proof of safeness

Suppose v was part of a minimum solution. We could then create a solution of the same size
using p or s, respectively. All cycles not leading through p or s are closed immediately and
will thus be covered by some other vertex in the solution. Cycles initially leading through v
are kept intact and thus do not allow for a smaller solution. �

Overview

New n n No vertex gets removed.
New m ≤ m Adjacent covered edges are removed.
New k k Vertices are unchanged.

Matching time O (n3)
For every pair of predecessors and successors of v, we test if
an edge connecting them exists.

Implementation

Indirectly in DeleteNonInducedEdge

Reduction rule 21 is subsumed by Reduction rule 14.
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Proof In case predecessors of v with one exception p are covered, Reduction rule 14 will
remove all edges (uin, v) with uin ∈ (→N [v] \ {p}), since for all uout ∈ N→ [v], an edge
(uin, uout) exists, preventing the search from completing. �

After the application of this rule, Reduction rule 5 will shortcut v. All vertices in A1 are therefore
part of the k |F |2 − k |F | vertices already accounted for above.

4.2.4. Bounding vertices of degree greater than three

Since G[A] is a forest, there are less vertices of degree greater than or equal three than leaves
minus one. In Section 4.2.3, we were able to bound the number of leaves in G[A] to k |F |2 −
k |F |. As a result, there are at most k |F |2 − k |F | − 2 vertices in A≥3.

In the example in Figure 4.2, there are three vertices e, f, i with a degree greater than or equal
three in G[A]. We omitted edges adjacent to vertices in F .
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Figure 4.2.: Undirected forest outside of the underlying Feedback Vertex Set

4.2.5. Bounding the number of paths

Because of Reduction rules 4 and 5, each vertex inA2 has at least two neighbors in F . Bergoug-
noux et al. continue to distinguish three types of vertices in A2:

1. Vertices with two incoming edges in G[A], called source verticessource verticessource verticessource verticessource verticessource verticessource verticessource verticessource verticessource verticessource verticessource verticessource verticessource verticessource verticessource verticessource vertices A2,in.
2. Vertices with two outgoing edges in G[A], sink verticessink verticessink verticessink verticessink verticessink verticessink verticessink verticessink verticessink verticessink verticessink verticessink verticessink verticessink verticessink verticessink vertices A2,out.
3. Vertices with one predecessor and one successor in G[A], balanced verticesbalanced verticesbalanced verticesbalanced verticesbalanced verticesbalanced verticesbalanced verticesbalanced verticesbalanced verticesbalanced verticesbalanced verticesbalanced verticesbalanced verticesbalanced verticesbalanced verticesbalanced verticesbalanced vertices A2,both.

In the example in Figure 4.2, m is a source vertex and n is a sink vertex. The vertices a, e, j, q
are balanced vertices.

Bergougnoux et al. now continue by obtaining a bound of the number and length of inclusion-
wise maximal directed paths inG[A] with all internal vertices inA2. The endpoints of such paths
s t are either in A2 if all predecessors of s or all successors of t have been in F or can lie in
A1 or A≥3. These are depicted in Figure 4.3 on the graph from Figure 4.2 with vertices in A1

or A≥3 highlighted.

If at least one endpoint lies in A1 or A≥3, the inclusion-wise maximum path is called outer pathouter pathouter pathouter pathouter pathouter pathouter pathouter pathouter pathouter pathouter pathouter pathouter pathouter pathouter pathouter pathouter path,
otherwise it is an inner pathinner pathinner pathinner pathinner pathinner pathinner pathinner pathinner pathinner pathinner pathinner pathinner pathinner pathinner pathinner pathinner path. We take the underlying undirected graph G[A] and exhaustively
shortcut degree 2 vertices. After this, no degree 2 vertices remain. Every edge in the resulting
forest can represent at most two outer paths while possibly representing a long chain of inner
paths.

This is shown in Figure 4.4. Every edge in the graph represents exactly one outer path with the
exception of (p, h), which represents two outer paths and one inner path.
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Figure 4.3.: Maximal inner and outer paths with internal vertices of degree two
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Figure 4.4.: The structure of the forest after contracting degree two vertices exhaustively
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The number of outer paths is thus bounded to be at most the number of vertices of the forest
minus one. This would be the vertices in A1 and A≥3, in total 2((k |F |2 − k |F | + k |F |2 −
k |F | − 2)− 1) = 4k |F |2 − 4k |F | − 6.

Bergougnoux et al. introduce a new rule (2021) to limit the number of inner paths. This rule
cannot be applied effectively in general since there are too many possible paths. Instead, they
apply this rule only to paths with inclusion wise maximal inner vertices in A2.

Reduction rule 22: Covered paths

We are allowed to remove vertices of a path P = v1 vr ∈ G that is not a cycle if there
are no i, j with 1 ≤ i ≤ j ≤ r and u,w ∈ V (G) \ V (P ) such that there are edges
(u, vi), (vj, w) ∈ E(G) coming from the endpoints of a non-edge (u,w) or a loop with
u = w.
Proof of safeness

Suppose that any vertex vl of P was part of the minimum solution. All cycles leading through
it must have entered the path somewhere before or at the vertex and leave it at the vertex
or further along the path.
For each edge (u, vi) entering the path by leading to a vertex vi with 1 ≤ i ≤ l, there are
direct edges to all vertices w that are at the end of edges (vj, w) leaving the path at vertex
vj with l ≤ j ≤ r. Since there is a cycle, there is now at least one path w u. However,
since the edge (u,w) is closing that path to form a cycle as well, any path w u must be
covered by at least one vertex in the solution. The same holds for loops of which the vertices
need to be part of the solution anyways.
If we removed vl from the solution, all of these paths would still be covered and thus leading
to a solution of smaller size, contradicting our assumption. �

Overview

New n n− |P | The vertices of the path are removed.
New m ≤ m− |P |+ 1 Edges adjacent to P are removed as well.
New k k The vertices are not part of a minimum solution.

Matching time O (nn)

There are exponentially many possible paths that we
would need to check, making this general version of
the rule infeasible in practice. If the Feedback Vertex
Set of the underlying undirected graph is known, we
are able to apply this rule efficiently.

Implementation

Indirectly in DeleteNonInducedEdge
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Figure 4.5.: Example of an application of Reduction rule 22

We give an example in Figure 4.5. For each predecessor of a vertex of the path v1 v4, an
edge to all successors of vertices of the vertex itself and further down the path is present. If
a vertex would have a successor of an earlier vertex of the path as a predecessor, this vertex
would have needed to be part of a loop, which would already have been removed by Reduction
rule 1.

This rule is subsumed by Reduction rule 14 in combination with Reduction rule 4 without requiring
to compute a Feedback Vertex Set beforehand.

Proof Each incoming edge of vertices of v1 vr will be removed by Reduction rule 14, since
an edge of its source to any successor of vertices further down the path exists. After this step,
the remaining edges would either be removed by the same rule or, with the first vertices having
no remaining predecessors, would be removed by Reduction rule 4 alongside the vertices of the
path itself. �

After applying Reduction rule 22, every inner path contributes to at least one non-edge or loop
(u,w) of G[F ], paths contributing to a non-edge or loop (u,w) being defined in the same way
as vertices but with a path v1 vr = (v1, . . . , vr) and edges (u, vi), (vj, w) ∈ E(G) such that
1 ≥ i ≥ j ≥ r. The number of inner paths now becomes limited, since Reduction rule 19
did not introduce an edge (u,w) as a shortcut. Two of these paths may share the first or last
edge connected to the non-edge or loop they contribute to. As a result, every two of these
paths increase the number of disjoint u w paths between non-edges or loops (u,w) by one.
Therefore there are at most 2k of these inner paths contributing to (u,w). Since there are at
most |F | such vertices and |F | (|F | − 1) possible non-edges, there are at most 2k |F |2 inner
paths.

The maximum total number of paths in G[A] that contain vertices in A2 is therefore 4k |F |2 +
2k |F |2 − 4k |F | − 6.



82 Solving DFVS in Theory and Practice · Master Thesis Enna Gerhard

p1 p2 p3 p4 p5

f

f′1 f′2 f′3 f′4

F

p1 p2 p3 p4 p5

f

f′1 f′2 f′3 f′4

F

Figure 4.6.: Example of an application of Reduction rule 23

4.2.6. Bounding the length of paths

Bergougnoux et al. continue by providing a bound on the length of both outer and inner paths
to bound the size of A2. They first bound the number of edges from vertices in F entering these
paths on their inner vertices.

For a vertex f ∈ F , with two successors p1, pr ∈ N→ [f ] ∪ A connected by an induced path
P = p1 pr with p1 and internal vertices being balanced vertices in A2, and without an edge
(f, pi) ∈ E(G), pi ∈ internal(P ), we call P an out-segmentout-segmentout-segmentout-segmentout-segmentout-segmentout-segmentout-segmentout-segmentout-segmentout-segmentout-segmentout-segmentout-segmentout-segmentout-segmentout-segment for f .

Bergougnoux et al. now bound the number of possible out-segments for each vertex f ∈ F .
They apply the following Reduction rule 23 on all out-segments of f . We again give the rule
of Bergougnoux et al. (Rule 7, 2021) in a generalized form, which is subsumed by Reduction
rule 14. Figure 4.6 gives an example for such a rule application.

Reduction rule 23: Non-contributing edge

Given edges (f, p1) and (f, pr), if for an induced path between their endpoints P = p1 pr
with f /∈ →N [internal(P )] for all successors f ′ ∈ N→ [internal(P )] an edge (f, f ′) exists,
we can delete (f, p1). If f = f ′, it would require (f, f ′) to be a loop.
Proof of safeness

Each cycle that (f, p1) lies on leads through both f and either pr for which an edge (f, pr)
exists or some f ′ that is reached by an edge (f, f ′). Since for all cycles through f and
p1 pr or p1 f ′ that are closed by a path pr f or f ′ f , the cycle using the edge
(f, pr) or (f, f ′) needs to be covered as well. Removing (f, p1) therefore does not change
any possible minimum solution. �
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Reduction rule 23: Non-contributing edge (continued)
Overview

New n n No vertices are removed.
New m ≤ m−1 The edges is removed.
New k k Vertices are unchanged.

Matching time O (n3)
For each vertex f , δ→ [f ] is at most n, with paths of length at
most n leading to pr, with each vertex on this path required to
be tested with n successors of f .

Implementation

Indirectly in DeleteNonInducedEdge

Reduction rule 23 is subsumed by Reduction rule 14.

Proof Suppose we perform our Reduction rule 14 on (f, p1). It would then perform its search,
however it would not be allowed to reach any of the successors f ′ ∈ N→ [pi], nor would it be
allowed to pass through pr since in both cases an edge (f, t) or (f, f ′) exists. �

For each f ∈ F , there are at most k |F | out-segments for f .

Proof Each out-segment of a vertex f ∈ F contributes to at least one non-edge in F or f itself.
There can be at most |F |−1 such non-edges to vertices in F that such paths would contribute to.
For each such non-edge and f itself, there can be at most k paths contributing to it, as otherwise
Reduction rule 19 would have introduced an edge or loop, respectively. �

As a result, each vertex f ∈ F can only have at most 8k |F |2+4k |F |2−8k |F |−12 neighbors
in A2. We obtain this by multiplying the number of possible path segments for f which is one
both for incoming and outgoing path segments with the number of both inner and outer path-
segments, 4k |F |2 + 2k |F |2− 4k |F | − 6 which we obtained in Section 4.2.5. Since there are
at most |F | such vertices, we obtain at most 8k |F |3+4k |F |3−8k |F |2−12 |F | vertices in A2.

4.2.7. Completing the bound

We can compute the sum of the previously collected bounds to obtain the complete size:

1. There are at most |F |2 vertices contributing to loops, see Section 4.2.1.
2. There are both at most k |F |2−k |F | vertices inA0 andA1, see Sections 4.2.2 and 4.2.3.
3. There are at most 8k |F |3 +4k |F |3− 8k |F |2− 12 |F | vertices in A2, see Section 4.2.6.
4. There are at most k |F |2 − k |F | − 2 vertices in A≥3, see Section 4.2.4.

In total, there are at most 8k |F |3+4k |F |3−5k |F |2+|F |2−3k |F |−14 |F | vertices remaining.
If we use its upper bound |F | for k, this is clearly within O

(
|F |4

)
.
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4.3. New Kernel based on new data reduction rules

Following the same arguments as Bergougnoux et al. (2021), we are able to simplify and slightly
improve their kernel. We only rely on Reduction rules 4, 5, 14 and 19.

For each of the individual Reduction rules 20 to 23 used by Bergougnoux et al., we were able to
prove Reduction rule 14 subsuming it, usually even in our much more general version. In some
cases, we had removed remaining vertices with Reduction rule 4.

As a result, we are able to repeat all the claims, however instead of using a specifically computed
Feedback Vertex Set or an approximation of it, we can rely on an hypothetically minimum FVS
of our graph. All of the size bounds used after having applied the respective reduction rules still
apply for our hypothetical case – without the specific FVS being used in computation.

We first apply Reduction rules 4 and 5 exhaustively. Using the result of S. Even and Tarjan
(1975) as described in Section 2.1.3, we are able to complete the search for disjoint paths
for Reduction rule 19 on each non edge. We then apply Reduction rule 14. We repeat this
execution four times to ensure all preconditions of already applied rules are fulfilled for all of
the respective rules of Bergougnoux et al. Afterwards, we apply Reduction rule 4 a single time
to remove the vertices that now do not have adjacent edges since they were all removed by
Reduction rule 14.

On instances that do not have a fixed size Feedback Vertex Set for the underlying undirected
graph, the algorithm is not a kernel.

An obvious and easily constructed example would be the graph in Figure 4.7, constructed using
the tunnels from Section 3.9.4 on page 70. They have a fixed solution size, in this example two
with S = {v1, v2} and can be extended indefinitely. A bound on the number of vertices in the
graph for a given solution size therefore cannot exist. Furthermore, all edges in this example lie
on induced cycles as all cycles in this graph have the exact same length.

v1

v2

···

···

v1

v2

Figure 4.7.: Counterexample with an arbitrarily large graph of solution size two
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5. Solving reduced instances

For real world instances as introduced for the PACE challenge, using the well known FPT al-
gorithm ofChen et al. (2008) and its improved versions was not feasible since there were very
large factors hidden in the O-notation. Furthermore, the instances in part required very large
solution sizes, the smallest non-trivial to solve containing fifty, the largest several thousands of
vertices. We will discuss this further in Section 6.1. These sizes would be hidden in the high
exponent in the parameter.

We further realized that instead of using regular branch and bound algorithms, reducing to
other problems such as ILP and SAT and using existing, highly optimized solvers for solving
was most efficient. We will first look into the most naive approach of effectively using a non-
polynomial reduction to Hitting Set, make it feasible by applying it iteratively, then use induced
partial orders which address the main problem of the iterative approach and finally combine
both approaches.

5.1. Adding constraints for cycles iteratively

A naive approach to solve DFVS on a graph G is a reduction to Hitting Set. Take the ver-
tices V (G) as elements used in the sets of the universe of the Hitting Set instance. For every
cycle of the graph, add a set containing all of its vertices. We can then take the resulting Hit-
ting Set instance and solve it - either using a solver specialized on Hitting Set or by reducing
Hitting Set in turn to SAT or ILP as in Algorithm 5.2. A minimum Hitting Set solution directly
translates to a minimum DFVS.

This reduction however is not polynomial as there can be exponentially many cycles inG. Similar
to our approaches used in several reduction rules in Chapter 3, a Hitting Set instance consisting
only of induced cycles would be sufficient. The number of induced cycles however can still be
exponential for a size n, especially when allowing for long cycles as in the counterexample
depicted in Figure 4.7 on the facing page.

Instead of computing and solving a complete Hitting Set instance, we can modify our approach
to become iterative, Algorithm 5.1. We keep track of a set of cycles that need to be covered
for the solution. We then create a Hitting Set instance from the current subset of cycles and
solve it. With the remaining graph after removing the solution, we search for a cycle using a BFS
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after having searched for components and applying Kahn’s algorithm (Kahn, 1962), essentially
Reduction rule 4, add it to our subset of cycles and go back to recomputing the Hitting Set.
As soon as the remaining graph does not contain any cycles, the solution to our Hitting Set
instance is also a minimum DFVS of the graph.

Algorithm 5.1: Iterative Hitting Set generation
Input: A graph G
Output: Minimum DFVS S on G

1 H := ∅ // The set of cycles to hit is initially empty
2 while true do
3 S := hs(V,H) // Solve HittingSet for current cycles
4 G′ := G[V (G) \ S] // Copy the original graph and remove solution
5 kahn(G′) // Ensure only relevant vertices remain
6 if G′ is empty then
7 return S // S is already a DFVS for G
8 end
9 v := pick(V (G′)) // Chose an arbitrary vertex in G′

10 C := bfs(v, v) // Search for the shortest v v path
11 H ← H ∪ {V (C)} // Add C to the system of tracked cycles
12 end

Algorithm 5.2: Hitting Set ILP Formulation
Input: A set of vertices V , sets of cycles H

1 for each v ∈ V do
2 add variable xv ∈ {0, 1} // Represents vertices being part of the

solution
3 end
4 for each C ∈ H do
5 add constraint

∑
v∈C xv ≥ 1 // One of the vertices needs to be

selected
6 end
Objective: Minimize

∑
v∈V xv

Result: {v ∈ V | xv = 1}

This has been implemented in exact.IterativeCycleSolver.

The iterative algorithm Algorithm 5.1 always finds a minimum DFVS.

Proof Clearly, the algorithm returns a DFVS, as it only terminates if it has obtained one. We
thus need to confirm two things:

1. The algorithm terminates.
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2. The returned DFVS is actually minimum.

We can directly show that the algorithm terminates. The Hitting Set, per definition, must hit
each set it is provided with, hence every current cycle in the Hitting Set set system H . Every
iteration of the algorithm identifies at least one additional cycle to add toH – otherwise hs(H)
was already a DFVS for the graph. The number of such cycles, though possibly exponential, is
finite. As such, the algorithm terminates at the latest when all cycles have been added to the
Hitting Set instance.

We can argue in the sameway that the solution must be minimum. We have demonstrated above
in Section 2.3.4 on page 29 that the Hitting Set over all cycles corresponds to a minimum
DFVS. Within each iteration, our Hitting Set instance contains only subset of all cycles of the
graph and therefore an exact subset of sets of the Hitting Set instance over these cycles. The
solution for such a subset of a Hitting Set instance can only be smaller than the solution of the
complete instance, as we could in any case use the solution of the complete instance to hit all
sets. Since we only stop if the solution is a DFVS, it implies that it has the exact same minimum
size. �

As solving in itself takes the largest amount of time, we aim for as few required iterations as
possible. We can precompute a system of short induced cycles as these are most likely relevant
for the solution. In each step, we can search for a packing of short cycles in the remaining graph
and add all these at once. We have to rely on a heuristic, especially since it is not yet known
whether packing shortest cycles is FPT on general graphs (Bentert et al., 2024). Alternatively,
we can use strategies that add even more cycles in such an iteration. A very feasible approach
was computing a cycle cover, such that each edge of the remaining graph is contained within at
least one cycle. We add all cycles up to a specific length and for the remaining edges perform
a BFS to find a cycle they lie on. We do not perform an additional search for edges on a cycle
that have been found in the second step.

This has been implemented in tools.EdgeCycleFinder.

This however is not always an improvement when compared with initially computing the set of
all cycles. In the worst case, we actually need all cycles in order for the Hitting Set solution to
be a DFVS. Figure 5.1 illustrates these issues. It depicts the progression of iteratively collecting
cycles on a graph consisting of five induced cycles, each overlapping with two others in exactly
one vertex. We alternate between the graph with vertices from the intermediate solution having
been removed and the corresponding Hitting Set instance with its solution for the next iteration.
We could continue this construction further for any uneven number of intersecting cycles. Graphs
constructed in this fashion contain exactly two additional cycles, an induced cycle in the center
and a non-induced cycle on the outside, that are not relevant for our argument.
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Figure 5.1.: Iterative solving adding cycle packings having to add almost all cycles
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We add maximal cycle packings for the remaining graph on every step. Apart from the initial
graph in Figure 5.1a, these however only yield the single cycle not covered by the intermediate
solution. We select a different element for the Hitting Set that results in uncovering a previously
implicitly covered cycle twice, Figure 5.1e. Only after using all these cycles as constraints, we
receive a valid dfvs.

The problem of this approach is, that the algorithm has a diminishing return. Especially during
later iterations, the solutions of the Hitting Set instances are already close to the actual solution,
but a few cycles that would have been “accidentally” covered before now come up and need
to be taken into account on every round.

Figure 5.1 demonstrated this. Most of the iterations did not raise the solution size. We mitigate
this to a degree by immediately adding several short cycles before starting the first iteration,
which would immediately have creating a feasible instance for our example.

5.2. Linear and partial orders

The solution to this main problem of the iterative approach is directly creating an instance for
the SAT or ILP solver to solve, with a result that directly translates to a valid minimum dfvs.

As a fairly simple approach, we could impose a linear order on the vertices and then track which
vertices are part of the solution. Then, for every edge, we require that either its source comes
before its target with respect to the order, its source is part of the solution or its target is part of
the solution. The minimum set of vertices required to find a solution for this problem is exactly a
minimum dfvs.1

We show an example of a linear order in Figure 5.2b that allows the minimum solution S =
{b, e, f, g} on the graph from 5.2a. Covered allowed edges are dashed, covered disallowed
edges are dotted.

The order can actually be partial, we can ignore vertices having the same rank with respect to
the order as long as they are not connected by an edge or are part of the solution. We give such
an induced partial order of minimum width, that is the least difference in ranks for the previous
example in Figure 5.2c. As previously, covered allowed edges are dashed, disallowed edges
all of which are covered are dotted.

1In this regard, DFVS is related to Kelly Width, which can also be defined with linear orders (Hunter and Kreutzer,
2008). We can take the k vertices of our DFVS and use the same linear order of vertices so that each vertex
only has these k vertices as strongly reachable vertices. The number of such vertices and thereby Kelly Width
of our graph is therefore at most k.
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Figure 5.2.: Example of a linear and an induced partial order
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Encoding such an order within SAT requires a table like structure which would lead to a quadratic
number of required variables. This can be lowered to n · log (n) by assigning a binary encoded
rank to each vertex. Creating constraints to ensure this would be tedious, which is why we use
Extended SAT, Problem 6 on page 32. We give an encoding for Extended SAT in Algorithm 5.3.
Overall, the solver needs to find a solution with the least vertices selected for the solution.

Algorithm 5.3: Partial order Extended SAT formulation
Input: A graph G
Variables:

1 for each v ∈ V (G) do
2 add xv ∈ {true, false} // Represents vertices being part of the

solution
3 add yv ∈ [1, n] // Represents the rank with respect to the order
4 end
Constraints:

1 for each (s, t) ∈ E(G) do
2 add (ys < yt) ∨ xs ∨ xt // Either adhere to the order or select s or t

for the solution
3 end
Result: S = {v ∈ V | xv}

Similarly, we can create an ILP formulation, Algorithm 5.4. We create two variables for each
vertex, one representing a vertex being part of the solution using integer values {0, 1} and a
variable containing its rank with respect to the order [1, n]. Comparing vertices with respect to
the order becomes simple as we can simply subtract ranks and ask for a positive solution size.
Requiring for an edge against the order to have either source or target within the solution is less
obvious, we however can simply add the value of the source and the target being part of the
solution scaled up beyond the range allowed for the order by multiplying it with n+ 1. Again,
we optimize for as few vertices in the solution as possible.

This has been implemented in exact.LinearOrderedSolver.

Proof First, we show that the such a solution is actually a DFVS. Clearly, if none of its vertices
is included in the solution S, the source of every edge has a lower rank than the target with
respect to the order. This obviously translates to all pairs of predecessors and successors within
paths that do not lead through S. A cycle is therefore impossible, as it would need to contain
an edge that would violate this property with respect to its path.

Secondly, we need to show that given a DFVS, a solution of the formulation exists. Suppose
a set of vertices S is a minimum DFVS for a graph G. The subgraph G′ = G[V (G) \ S] is a
forest containing no cycles. We take all vertices V (G′) that have no incoming edge and give
them the rank 1 within the order. We continue by assigning rank 2 to all vertices in V (G′) that
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Algorithm 5.4: Partial order ILP formulation
Input: A graph G
Variables:

1 for each v ∈ V (G) do
2 add xv ∈ {0, 1} // Represents vertices being part of the solution
3 add rv ∈ [1, n] // Represents the rank with respect to the order
4 end
Constraints:

1 for each (s, t) ∈ E(G) do
2 add rs − rt + (n+ 1) · xs + (n+ 1) · xt ≥ 1 // Either adhere to the order

or select s or t for the solution
3 end
Objective: Minimize

∑
v∈V xv

Result: S = {v ∈ V | xv = 1}

have no incoming edge from all except the previously assigned vertices and continue until we
have covered all vertices. This finishes as G′ is a forest and thus does not contain cycles. Each
edge in G now either respects the order as previously constructed or either its source or target
is contained in S.

The problemwith this approach is, that the SAT and ILP solvers tend to get stuck on such instances,
compared to fairly efficient solving on instances resembling Hitting Set instances.

5.3. Hints

In effect, we are looking for an approach that combines the best of both worlds. Luckily, we are
able to combine the techniques given above even on the SAT/ILP-formulation level.

The ILP and SAT formulations above can be extended by further constraints which provide hints
to the solvers. As a result, the solver does not need to infer these rules on its own using less
efficient general rules. We provide the rules both in SAT and ILP formulations and assume that
variables represent vertices as xv, v ∈ V (G) with xv satisfied or assigned 1, respectively, to
indicate that they are part of the solution.
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5.3.1. Bi-directed edges

The most obvious improvement is to find all two-cycle D = {u, v | (u, v), (v, u) ∈ E(G)}. We
can now add a constraint that ensures that either of its vertices needs to be part of the solution.
For each two-cycle {u, v} ∈ D, we add a constraint:

For SAT
xu ∨ xv

For ILP
xu + xv ≥ 1

This constraint obviously does not alter the solution size, as it could have been directly inferred
from existing constraints.

This is especially beneficial for modern SAT solvers as they can immediately use these constraints
for unit resolution, sometimes called unit propagation, to propagate the effects of a decision
as soon as either vertex has been picked for the solution. This results in increased efficiency of
branch-and-bound algorithms (Darwiche and Pipatsrisawat, 2021).

Furthermore, we are able to remove the edge constraints from our partial order ILP formulation.
At least one vertex of this cycle is already selected, thus eliminating any possible longer cycles
that would go through the two-cycle.

5.3.2. Short cycles

We can similarly add hints for short cycles H of length greater than two. Since at least one
vertex on such a cycle needs to be included in the solution, we can add a constraint providing
that lower bound to the solver.

For each short cycle C ∈ H , we add a constraint:

For SAT ∨
v∈C

xv

For ILP ∑
v∈C

xv ≥ 1

Constraints of this form do not alter the solution size either. A further constraint cannot reduce
the possible solution size. If adding such a constraint would increase the solution size, then a
previous solution would not have included at least one vertex of the cycle and would thus not
have been a valid DFVS.

As a consequence, we are allowed to add such constraints for any set of cycles present in the
graph. If the iterative cycle solving from Section 5.1 has effectively plateaued at a solution size
and does find the necessary constraints, we are effectively able to add the constraints enforcing
an induced order from Section 5.2 to ensure all cycles are respected.
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In practice, even when starting partial order based solving, we will first compute all induced
cycles of small length and start with these as hints right from the beginning.

5.3.3. Edge on multiple three-cycles

For two or more induced cycles of length three that share an edge (u, v) and with non shared
vertices w1, . . . , wi ∈ W , as in Figure 5.3, we can add a constraint that forces us to either
add u, v or all vertices inW :

For SAT

xu ∨ xv ∨
∧
w∈W

xw

For ILP

|W | · xu + |W | · xv +
∑
w∈W

xw ≥ 1

Again this obviously does not increase solution size as it directly follows from the other con-
straints.

To find such constructs, we can iterate over all edges (s, t) ∈ E(G) and simply search for
predecessors and successors of its source and target and take the cut →N [s]∩N→ [t] of these
sets.

This has been implemented in tools.ThreeCycleFinder#findLogicalThreeCycles.

wi· · ·w2

v

w1

u

Figure 5.3.: Shared edge on three-cycles
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5.3.4. Lower bounds of subgraphs

If we know the minimum solution size k′ of a subgraph H ⊆ G, we can add this minimum
solution size as a constraint for the respective vertices of the supergraph. This is easily done for
ILPs.

Using a similar approach as in Section 5.2 on page 89, we could introduce counting for Ex-
tended SAT by adding numeral variables yv ∈ {0, 1} for each v ∈ V (G) and increase its value
if the respective vertex is in the solution with∧

v∈V (G)

(xv ⇔ yv = 1)

although in our specific case, xv ⇐ yv = 1 would have been sufficient. However, if we target
SAT or via their intermediate Max SAT solvers, we generally do not benefit that much from
this sort of constraint, although we could use optimized counting strategies effectively adding a
logarithmic number of variables (Bittner et al., 2019).

A regular SAT constraint∨
H′⊆{V (H)||H′|=k′}

∧
v∈H′

xv

can be simplified to ∑
v∈V (H)

yv ≥ k′

when using extended SAT with counting.

For ILP ∑
v∈V (H)

xv ≥ k′

Proof Suppose a lower bound of k′ for V (H) was incorrect. Then there would be a solution
S for G that contains fewer vertices in H than for the minimum solution size of H . However,
then S ∪ V (H) would have to be a solution for H , since G[V (G) \ S] was a forest. This would
contradict k′ being the minimum size of a solution on H . �

This is especially beneficial for a graph of which we know the solution size, and which we can
quickly identify as a subgraph. As such, it is a generalization of the short cycles hint from Sec-
tion 5.3.2, since these can be represented as their vertex set with a lower bound of one. Another
structure that fulfills this condition is the Triforce, a set of three cycles pairwise intersecting in sin-
gle, different vertices, such as in Figure 5.4a. The Triforce may intersect other induced cycles
as in Figure 5.4b. The cycles may have any length,¸Figure 5.4c, however computing them for
cycles longer than four was ineffective.
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(a) Simple example (b) Intersecting other cycle (c) Different cycle lengths

Figure 5.4.: Examples of Triforces

5.3.5. Cliques

A special case of lower bounds and a further generalization of the two-cycle hint from Sec-
tion 5.3.1 are cliques. For an l-clique, at least l−1 vertices need to be selected for the solution.

We only need to keep track of cliques that are maximal, as this still only allows for one non-
selected vertex in a sub-clique. This also applies to bi-directed edges if they are included in a
larger clique. There are solving techniques to quickly enumerate maximum cliques (Eppstein,
Löffler, et al., 2013; Eppstein and Strash, 2011) and solvers implementing them such as Quick-
Cliques2.

This is implemented in the library: algorithms.NativeMaximumCliqueEnumeration.

The observation that we are able to remove constraints for imposing the induced partial order
still holds. We can remove the bi-directed edge constraints, as long as we regard the bi-directed
edges not part of larger cliques as two-cliques and keep them as constraints.

This does not make that much sense for Max SAT, as modern solvers will usually detect cliques
as essentially encoding l − 1-constraints, which they can handle in an optimized way (Biere,
Le Berre, et al., 2014), although CaDiCal which we used indirectly via EvalMaxSAT did not
include this feature (Biere, Fazekas, et al., 2020). At the same time, they are still well suitable
for unit resolution as explained in Section 5.3.1.

5.4. Combined formulation

Taking the formulations forHitting Set, induced partial orders and hints, we obtain a formulation
that combines the different approaches in Algorithm 5.5. We extend the approach for induced
partial orders from Section 5.2.

2QuickCliques, Darren Strash, GitHub https://github.com/darrenstrash/quick-cliques

https://github.com/darrenstrash/quick-cliques
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We create the induced partial order only on the directed subgraph. In order to obtain it, we
first compute the bi-directed edges D and ignore them when creating constraints for the partial
order. We also identify edges that lie on multiple three-cycles and add these with the set of their
other verticesW as T .

If constraints for cycles were previously added iteratively, we can use their set systems as lower
bounds of 1 on the respective subgraphs. Otherwise, we specifically compute short induced
cycles to be used as lower bounds. We can then enumerate the maximal cliques in the graph.
Finally, we compute Triforces for their lower bounds of 2. We supply all of these constraints as
a map (W,k′) ∈ B.

This has been implemented in solver.LinearOrderedSolver.

Such a combined formulation with its minimum solution is shown in Figure 5.5. It first shows the
hard constraints for the directed subgraph (5.5b) with an already valid partial order in 5.5c and
the undirected subgraph (5.5d) with the constraints derived from its maximum cliques, 5.5e.

Algorithm 5.5: Combined ILP formulation
Input: A graph G, its bi-directed edges D, shared three-cycle edges T and lower

bounds for subgraphs B
Variables:

1 for each v ∈ V (G) do
2 add xv ∈ {0, 1} // Represents variables being part of the solution
3 add rv ∈ [1, n] // Represents the rank with respect to the order
4 end
Constraints:

1 for each (s, t) ∈ E(G) do
2 if {s, t} /∈ D then
3 add rs − rt + (n+ 1) · xs + (n+ 1) · xt ≥ 1 // Either adhere to the

order or select s or t for the solution
4 end
5 end
6 for each (u, v,W ) ∈ T do
7 add |W | · xu + |W | · xv +

∑
w∈W xw ≥ |W | // Select u, v or all in W

8 end
9 for each (W,k′) ∈ B do

10 add
∑

w∈W xw ≥ k′ // Apply precomputed lower bounds on subgraphs
11 end

Objective: Minimize
∑

v∈V xv
Result: {v ∈ V | xv = 1}
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Figure 5.5.: Structure of constraints of the combined formulation
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5.5. Reduction to Vertex Cover

For graphs that predominantly consist of bi-directed edges, as did some of the PACE challenge,
we are able to use a different approach. We perform a reduction to Vertex Cover with the goal
of using one of the efficient existing solvers for this problem. We expand upon the idea of the
non-polynomial Hitting Set to Vertex Cover reduction from Section 2.3.4.

If the graph consist only of bi-directed edges, we can immediately take its underlying undirected
graph as a Vertex Cover instance. We have effectively undone a Vertex Cover to DFVS re-
duction as in Figure 2.7. The minimum Vertex Cover is also a minimum DFVS on the original
graph.

This has been implemented in exact.VertexCoverSolver.

5.5.1. Replacing cycles with Hitting Set gadgets

If some directed edges remain, we can perform a DFVS to Hitting Set to Vertex Cover reduc-
tion. Neither of the reductions is polynomial, however both may be suitable on instances with
a low directed edge density. As we only need to take care of induced cycles, we can treat the
bi-directed edges independent from the directed ones and directly add them to our set system
and thus as edges for our Vertex Cover instance.

We then need to enumerate all other induced cycles. We can perform a recursive DFS on all
remaining vertices without continuing branches on vertices that have an edge leading back to
a member of the current path, similar to our reduction rule in Section 3.7.

For each cycle of length l in our Hitting Set instance, we create a Vertex Cover gadget, an
l-clique with each vertex of the cycle connected to a different vertex of the clique. Examples for
individual cycles are shown in Figures 5.6a and 5.6b.

This has been implemented in reductions.AnyHittingSet.

5.5.2. Optimized gadgets

In a few cases, we are able to reduce the number of needed gadgets. If the directed graph con-
tains two or more cycles share an arbitrary long path segment s t and split for individual path
segments (t, w1, s), . . . , (t, wi, s) we can use a single gadget, but instead connect one vertex
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Figure 5.6.: Vertex Cover gadgets
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w′ of the clique to all w1, . . . , wi. Figure 5.6c demonstrates this with w1, w2 being connected to
w′. If the solution was exclusively inside of the clique, we push any vertex other than w′ out to
be part of the solution.

This variant can save a large number of vertices. As a result, we would compute it before the
general version of the rule and delete the respective edges.

This has been implemented in reductions.ThreeHittingSet.

On the graph in Figure 5.7a we would create two cliques for the two three cycles on the left
side as depicted in Figure 5.7b. If we used the variation, we could save half of these additional
vertices and nearly half the edges as shown in Figure 5.7c. The gadget for the four-cycle remains
untouched by this variation as that cycle is not adjacent to other longer cycles.

A vertex outside a minimum solution can never be adjacent to l cliques that have all of their
internal vertices inside of the solution as long as it is sharing at most l − 1 vertices inside of
cliques with other vertices.

Proof Suppose a minimum solution did not select such a vertex v. In this case, we could create
an improved solution by including v and push all of its adjacent neighbors from cliques that
previously had been in the solution to neighbors v shared a vertex in the cliques with.

Since our precondition ensured exactly this, there are at most l− 1 such vertices. As our vertex
was adjacent to less than l − 1 other vertices, we immediately obtain a smaller solution, a
contradiction to our initial assumption. �

In principle, we could further extend this approach to allow for several different path constella-
tions. We could introduce several non-shared segments that would each result in a vertex in the
clique connected to all such vertices.

We could furthermore allow for the paths to split away for more than one vertex. In this case, we
would need to have one vertex in the clique representing each possible permutation of vertices
of the split off paths to be selected for the solution. As such, this quickly becomes infeasible if
several paths of length greater than zero are inspected.

An example is shown in Figure 5.6d with a non shared segments with one and two vertices,
respectively. Two paths with two internal vertices each would have to be represented with four
clique members.

Overall, for all such modifications, we need to ensure that all paths share a single vertex towards
which we could push our vertex for a solution.
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Figure 5.7.: Introducing gadgets to instances
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Figure 5.8.: Branching example

5.6. Branch and bound

The classical approach to solving would be a branching algorithm that in a way tries to solve
the problem with brute force, by trying out all possible combinations. In each branching step,
such an algorithm takes a binary decision and then evaluates both branches that originate from
it, usually applying methods such that it does not need to evaluate all branches towards their
end.

In case of DFVS, the obvious choice would be a vertex v included or excluded in the solution.
If v is included in the solution, we can effectively remove the vertex from the graph and simply
increase the solution size of this branch. If it is excluded, we directly shortcut it, since we know
it will not be part of the solution.
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We could branch for example on high-degree vertices or vertices on short cycles being part of
the solution. It then keeps track of the best achieved solutions and tries to quickly reject branches
that are obviously worse than already established bounds.

In the example in Figure 5.8, we select the high degree vertex b, 5.8a and then continue with
a branch where it is directly included in the solution (5.8b) and one where we shortcut (5.8c).
In this branch the cycle (b, c, f) was shortcut to a single bi-directed edge {c, f}. Existing bi-
directed edges were shortcut to loops on a, e and i which we can also add to the solution
(5.8d), effectively applying Reduction rule 1.

An approach that is interesting in this regard is to compute a non-optimum solution using some
heuristic first, prioritize these vertices and try to push the lower bound of a possible solution for
this branch over the already established possible solution size.

To support such an approach, we need to be able to quickly determine a good upper- and lower
bound of such a partial solution. This involves a trade off of a close result and more computation
required to achieve such a result. We furthermore need efficient data structures to be able to
backtrack quickly.

When the remaining instance is small enough, we can alternatively use other solving approaches
detailed above or skip more expensive data reduction rules.

The branch and bound approach did not prove effective compared to reducing problem in-
stances to problems for which highly optimized solvers already exist. We however briefly ex-
plain how such bounds could be obtained and how the approach could be extended with data
reduction rules.

5.6.1. Upper bounds

Any valid DFVS on a graph is a safe upper bound. The following approaches generally provide
non-optimal but still valid solutions for DFVS. Furthermore, as soon as we are able to find a lower
bound of the same size, such a valid DFVS immediately becomes the solution to our minimization
problem.

A very fast approach is to greedily pick vertices for the solution based on a heuristic, applying
data reduction rules after each pick. An obvious and very fast to compute choice are high
degree vertices. As we are on directed graphs, vertices however have a separate in-degree
→δ [v] and out-degree δ→ [v]. A naive approach would be to simply add them, →δ [v]+ δ→ [v].
Generally, wewant to pick vertices that contribute to as many cycles at the same time as possible.
As a result, we achieved best results when weighing vertices that both have a high in- and out-
degree higher. Using min (→δ [v] , δ→ [v]), we ensured that a vertex with a high degree in only
one of the directions would not be picked. Directly multiplying the degrees as →δ [v] · δ→ [v]
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had an even better effect, but does not account as much for imbalanced vertices anymore. We
observed the best results with →δ [v] · δ→ [v] · 2− (→δ [v] · δ→ [v]), which still rewards vertices
with a lot of possible cycles while again punishing imbalanced vertices.

This has been implemented in heuristic.DegreeHeuristic.

An improvement at the expense of more computation time was to solve the LP relaxation of the
combined formulation from Section 5.4 and then greedily pick the vertex with the highest weight.
It would also be possible to directly pick several vertices at the same time, either a fixed quantity
on every iteration or using vertices within certain bounds.

This has been implemented in heuristic.LpBasedHeuristic.

An even more expensive and quite different approach that however achieved lower upper
bounds was comparable to the iterative Hitting Set approach used in Section 5.1. We re-
cursively compute a Hitting Set on an arbitrary set of cycles, greedily pick these vertices for
the solution and, after applying reduction rules, recursively repeat this on the remaining graph.

This has been implemented in heuristic.IlpBasedHeuristic.

Computing it on every level did not make sense, however using it on the first run usually provided
a fairly close bound. As the Hitting Set instance on the first step might already be impossible
to solve, using a timeout and falling back to other upper bounds is beneficial.

All of these previous approaches might have greedily picked a non suitable vertex early on,
for example a vertex in the center of a very dense area where all its neighbors needed to be
included in the solution for other reasons. An approach that aims to mitigate this problem is to
take an existing solution and to iteratively push vertices out of it. It was used by Bafna et al.
(1999) for their 2-approximation of Feedback Vertex Set. We however use any existing valid
though not minimum DFVS S on the graph and remove a vertex v, such that S ′ = S \ (v). If S ′

is still a DFVS on the graph, we keep it and continue with the next vertex until we have visited
all vertices. Such a refined solution is now ensured to be minimal, albeit not minimum. We used
the same way of weighting the vertices as for the greedy heuristic above, but started pushing
out vertices with a low value first.

This has been implemented in tools.DegreeBasedSolutionRefiner.

This approach can be used as a heuristic to compute the solution in itself. It had roughly the
same speed as greedily picking vertices while providing much smaller solutions.
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This has been implemented in heuristic.GreedyRemoveHeuristic.

5.6.2. Lower bounds

Lower bounds are especially relevant for branch and bound algorithms. As soon as we reach a
lower bound higher than an already found solution in our previous branching attempts, we can
stop continuing on this branch. However they have less uses outside of branching algorithms
when compared with upper bounds. To compute such lower bounds, we can in several ways
build upon concepts that we have used for hints in Section 5.3.

Any minimum solution for a subgraph is automatically a lower bound on its vertices. An example
would be the Vertex Cover on the undirected subgraph which would imply a lower bound
for the complete graph. Similarly, we could compute the sum of minimum solutions of disjoint
subgraphs.

As such, we can try to pack disjoint structures of which we know a lower bound, Section 5.3.4.
Since they each impose a lower bound on a separate part of the graph, we obtain a lower
bound for the whole graph. Cliques generally provide the best of such lower bounds while a
good packing of Triforces allows for a lower bound of two on subgraphs where we could only
pack one cycle. If we have accounted for all Triforces, we can still attempt to pack disjoint cycles
in the remaining graph.

This has been implemented in lowerbound.TriforceDisjointCyclesLowerBound.

The LP relaxation of any of the ILPs, especially Section 5.4, again provides a lower bound.
We can collect both the aforementioned Triforces and cycles. The lower bounds we provide to
the solver however do not need to be disjoint, so we could provide more Triforces and could
also use a cycle cover such that for every edge at least one cycle containing it is supplied to
the solver. We can simply sum all the weights assigned to vertices, ceil them to the next integer
number and obtain our lower bound. This generally has a higher computation cost than the
previous approach.

This has been implemented in lowerbound.LpLowerBound.

Again, we are allowed to use the minimum solution of any subgraph as the minimum solution
for such a subgraph, so we would also be allowed to split the graph into several parts, compute
exact solutions on these subgraphs and then take the sum of these exact solutions as the lower
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bound. This would only make sense when combined with some strategy that reuses such com-
putations and was not implemented. The results of this computation could also be passed to the
LP.

Overall, all of these lower bounds were unsuccessful at providing high lower bounds, thus mak-
ing branch and bound based solving infeasible.

5.6.3. Branch and reduce

After each decision made, we could also apply data reduction rules to reduce the size of our
instance at an ideally fairly low computation cost. This modification to the ordinary branch and
bound approach is called branch and reduce (Plachetta and Grinten, 2021). It has been partly
successful for Vertex Cover (Hespe et al., 2020).

This has been implemented in exact.ManualBranchingSolver.

Let us look at an example for a branch and reduce approach in Figure 5.9. Instead of looking
at a specific graph as an example, we merely overlook the execution of the algorithm as a
branching tree on a fictive example that covers the most relevant cases, though not all edge
cases. We furthermore take an algorithm that can decide whether to include or exclude a
vertex on an individual basis.

Initially, we apply data reduction rules, 5.9a. We then compute bounds using lower bounds
from Section 5.6.2 and upper bounds, Section 5.6.1 in 5.9b. From now on, the labels represent
the number of vertices we have already picked for the solution, in this case four from 5.9a, the
minimum that this branch can at best achieve, currently three and the maximum number of
vertices such that this branch does not perform worse than what we already have a solution for.
Since our heuristic found a solution of size 14, this limit is at 10. Since we are at the root, this
applies for the complete remaining instance.

We then make our first decision. Based on some heuristics, we decided on a vertex. For our
first branch, we excluded it, adding three vertices in 5.9c. The bounds, 5.9d, obviously shift by
three in this case, as three more vertices are definitely in the solution.

We continue with data reduction, 5.9e which in this case did not add any vertices to the solution
but may have successfully removed edges. The lower bound 5.9f computed afterwards was
increased by two.
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Figure 5.9.: Fictive branch and reduce tree
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After repeating this, data reduction itself added eight vertices directly into the solution. We do
not even need to compute the lower bound after 5.9g since we already know that our current
minimum solution size of 14 in this branch will not be better than the solution already found. We
therefore abandon this branch and return to our previous decision.

Instead, we attempt to push the vertex out of the solution first. In this case, this directly adds four
vertices to the solution. However, we know a closer lower bound (5.9h) for this branch, as it
can be at most better by one vertex as all these vertices could have also been selected in the
other branch to obtain a solution.

Our decision to add a vertex (5.9i) draws our branch to the same fate as the previous one after
we have computed a new lower bound of two remaining vertices, 5.9j. In this case, our bounds
do not need to change. These two vertices are exactly the two vertices immediately added in the
second branch which happen to be the remaining vertices for a valid DFVS in 5.9k. In theory,
we could only check for remaining cycles, although we probably would have computed data
reduction rules in practice as these would quickly remove all vertices from cycle free graphs,
making the test for a valid DFVS existing an emptiness check.

With this newly found solution, we go back within our branch to the previous not completely
evaluated decision, in this case when we picked a vertex in 5.9c. Our bounds need to be
updated again in 5.9l, since we found a better solution. We do not need to search for a worse
solution than the current 13. As previously, our lower bound gets raised as well, as a smaller
solution on this branch would have been reproducible on the other branch by selecting the same
vertices.

We continue by finding an even better DFVS in this new branch, 5.9m, and fail to improve it
when undoing the decision. In this example, excluding the vertex from the solution did not lead
to the direct inclusion of other vertices, the lower bound however turned out to be too high to
be able to improve the current solution any more, 5.9o.

We did not cover data reduction rules adding more vertices than even the maximum. We
could alter our reduction rules to also keep track of the bounds as well, employ k-based data
reduction rules and immediately stop when exceeding the bounds. In this example, we have
seen the importance of propagating bound information upwards, since the bounds of closely
related branches are quite often closely related to each other.

5.7. Combining the approaches

Our solving approach is summarized in Figure 5.10. We target 30 minutes as the available
time for the PACE Challenge.
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Figure 5.10.: Overview of solving

The first step in solving a given DFVS instance was always to apply the data reduction rules
from Chapter 3. We were able to demonstrate in Section 4.3 that these also come with theoreti-
cal guarantees with regard to the size of the underlying Feedback Vertex Set. During reduction,
we might have split our problem instances into multiple parts which we then solve individually.

We continue with the most effective solving approaches explored in Sections 5.1, 5.4 and 5.5
which are all based on reductions to other problems for which efficient solvers exist. We use
timeouts to switch from our combined formulation to Vertex Cover based solving after having
spent half of the available time.

We then reconstruct the minimum DFVS from the solution of these problems and apply changes
made during reduction in their reverse order.

This has been implemented in exact.CombinedDfvsSolver.
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6. Practical Evaluation

We evaluate the practical implementation of the reduction rules and solving techniques intro-
duced before. In some cases, we already mention comparisons with DAGer, the winning solver
of PACE 2022, which is explained in Section 6.4.1.

6.1. Dataset overview

The evaluation is performed on the dataset that was used in the PACE challenge.

There were four subsets, each contains one hundred instances:

• Public exact instances
• Private exact instances
• Public heuristic instances
• Private heuristic instances

The public instances were available throughout the challenge, the scoring was performed on
the instances of the respective track. For the exact track, the results on both public and private
instances were combined, for the heuristic track, scoring was performed only on the private
instances.

The exact track did not contain instances from real-world datasets (Großmann et al., 2022).
Instead, its instances were generated using a variety of methods (Funke et al., 2018).

• Erdős-Rényi Graphs
Given n, m, these are selected from a uniform distribution over all possible graphs of n
vertices and m edges.

• Random Geometric Graphs
While there are defined for higher dimensions as well, only d ∈ {2, 3} were used. For
d = 2, all vertices are placed on a square. This square is then split into overlapping chunks
in which vertices are connected with their neighbors. For d = 3 the same approach is
applied in three dimensions on a cube.
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• Random Hyperbolic Graphs
Vertices are placed on a disk in the hyperbolic plane. Edges are created between edges
with a similar degree using a radius based approach similar to the geometric graphs.

• Random Delaunay Graphs
These graphs are generated from random points in d ∈ {2, 3}-dimensional space which
are then connected such that its faces become smallest possible triangles, or tetrahedrons
respectively.

• Barabási-Albert Graph Model
Vertices are connected to vertices that are already more closely connected, which is called
preferential attachment. As this model by default creates acyclic graphs, Großmann et
al. added additional random edges to create cycles.

The organizers preselected instances that were not trivial to solve. All instances were provided
in the METIS format1 which is based on adjacency lists.

We mostly consider them from a practical point of view. Our focus was on the exact track, so
we will only consider the exact instances unless otherwise noted.

The dataset can be split into five main categories. Most contained additional edges not on
cycles that as such were removed by the most basic reduction rules. The instances were therefore
categorized after reduction rules were applied.

• Small instances
Around half of the instances are relatively small, the others are larger and more complex.
Most of the small instances were already solved by data reduction alone, or in a way
that only very few vertices remained. Therefore, it did not make sense to analyze these
further.

• Vertex Cover instances
Sometimes called undirected instances, all edges within these are bi-directed.

• Mostly undirected instances
The largest part of edges is structured as in the previous vertex cover instance case. How-
ever, a small directed subgraph remains.

• Directed instances
These instances mostly consist of very long cycles with bi-directed edges rarely occurring

• Huge instances
There are three instances that resemble the previous three categories but are much larger.
We will exclude them and two additional instances that were not solved by any solver for
example when discussing solution sizes of instances.

1METIS GRAPH Files, John Burkardt, Department of Scientific Computing, Florida State University
https://people.sc.fsu.edu/~jburkardt/data/metis_graph/metis_graph.html

https://people.sc.fsu.edu/~jburkardt/data/metis_graph/metis_graph.html
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The definition of a Vertex Cover instance is not a difficult choice. To differentiate between di-
rected and mostly undirected instances, we draw a line at the absolute count of edges containing
a majority of bi-directed or uni-directed edges, counting bi-directed edges as two vertices. We
give a detailed overview on the number of vertices, edges and solution sizes and the resulting
classification in Table A.1 on page 140.

6.2. Evaluation of reduction rules

Weexamine the efficiency of the data reduction rules at the point where they are usually applied.
A very general reduction rule with a large running time requirement will therefore be applied
after its faster special case rules have been applied exhaustively. We have implemented the
reduction rules in Figure 6.1.

For each reduction rule, we will have applied all previous data reduction rules exhaustively. We
will then apply this reduction rule and previous rules until both the current and previous rules
have been applied exhaustively. A reduction rule that does not remove a lot of vertices itself, but
allows other rules to be applied further a lot will be attributed all improvements of the previous
rules.

In Figure 6.2a, we display how many vertices of the solution are directly added by our reduction
rules. This mostly corresponds with the removed vertices in Figure 6.2b, as every vertex added
to the solution is also removed from the graph. As a very first step, we performed a single
application of Reduction rule 4, which did not add vertices for the solution. About half of the
instances were directly solved by our reduction rules. Only on instances where these did not
already solve large parts of the instance, our more complex rules were able to make small
contributions. We can immediately see the effect of our edge based rules in Figure 6.2c.

The time finished in Figure 6.3 indicates the time after which all rules including the current one
had been applied exhaustively for the first time. The initial removal of vertices with Reduction
rule 4 was expensive on instances with very large numbers of vertices, although it otherwise
completed very quickly. We were able to find only a very small number of small crowns for
our partial implementation of Reduction rule 10 after having applied all other reduction rules.
However, we decided to keep them since they did not take long to compute either and might be
helpful on instances suitably structured.

The data reduction rules completed on all instances, both exact and heuristic within reasonable
time. We give detailed results for running times on individual instances as well as graph and
solution sizes before and after reduction in Table A.1.
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Reduction rule 10 – Crowns

Reduction rule 16 – Pick vertices weakly dominating bi-directed edge

Reduction rule 15 – Remove edges while tracking cycles in predecessors

Reduction rule 8 – Contract neighbors of degree three vertices

Reduction rule 7 – Contract isolated paths of length three

Reduction rule 14 – Remove if there is always a shorter cycle

Reduction rule 11 – Strongly connected components

Reduction rule 6 – Dominating bi-directed edge

Reduction rules 1, 4, 5 and 12 – Recursive implementation (Section 3.10)

Reduction rule 3 – Trivial rules

Reduction rule 4 – No predecessor or successor

Completely reduced

Figure 6.1.: Implemented reduction rules
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Figure 6.2.: Effects of applying reduction rules
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Figure 6.3.: Reduction time

6.3. Evaluation of solving techniques

We compare the different solving techniques we implemented with each other. An overview is
shown in Figure 6.4. The more instances solved, the better.

We can observe the following:

1. The iterative Hitting Set solved with ILP is fairly slow, but solved more instances when
compared with induced partial order ILPs in the long run.

2. Vertex Cover based solving either completed quickly and generally faster than other
solvers within two minutes or not at all.

3. Our combined solver that we submitted to PACE is outperformed by solving iterative Hit-
ting Set with Max SAT, using EvalMaxSAT internally.

4. A few instances are already solved by reduction rules and we include the completion of
reduction rules on the instances as a hint.

This however hides that some techniques not completing on individual instances that others can
solve. Table 6.1 illustrates this. It differentiates for the combinations of solvers that were able
to solve an instance in general and then counts how often the respective solver achieved the
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Figure 6.4.: Comparison of our own solving approaches
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Iterative Hitting Set Partial order

Count ILP Max SAT Vertex Cover ILP

41 20 1 12 8
7 7
4 4
3 3 0
3 0 3
3 3
2 0 2 0
2 2 0
1 0 1 0
1† 1
1††

27R

Solved 77 86 75 74
† This instance was not solved by DAGer
†† This instance was only solved by DAGer
R Completely solved by reduction rules

Table 6.1.: Fastest completion of solving techniques on instances that were solved

best result. For example on the two instances that were solvable by iterative Hitting Set with
ILP, iterative Hitting Set with Max SAT and induced partial order ILP reductions, Max SAT was
always faster than the other two.

Detailed results on the fifty larger instances can be found in Table A.2 on page 141. If we group
the instances according to our classification from Section 6.1, as in Table A.4 on page 143, we
are able to observe some patterns.

1. The iterative Hitting Set ILP is our only solver effectively solving directed instances, in
two cases taking about the same amount of time as DAGer even being able to solve an
instance that DAGer does not return a result on.

2. The Vertex Cover solver unsurprisingly performs well on Vertex Cover instances. How-
ever, the Max SAT solver is able to complete on instances that the Vertex Cover solver
does not solve.

3. The same appears for mostly directed instances, however in the reverse direction. Here,
the Vertex Cover usually completes faster as well, if it returns a result at all.

4. The induced partial order ILP formulation that we used for our PACE submission is outper-
formed by the iterative Max SAT formulation on almost all instances In contrast to Max
SAT based solving, it is not able to solve any additional instances.



6. Practical Evaluation 6.4. Comparison with other PACE submissions 119

Table 6.2.: Overview of PACE 2022 exact solver submissions solving 150 instances
# Name, Paper Approach Solved

1 DAGer
Kiesel and Schidler, 2023 Using a dynamic MaxSAT solver 185

2 Our submission†

Bergenthal et al., 2022

Depending on instance: Iterative reduction to ILP,
direct reduction to ILP or partially iterative reduc-
tion to Vertex Cover

165

3 Mount Doom†

Angrick et al., 2023 Iterative reduction to Vertex Cover 152

4 G2OAT
Červený et al., 2022 Branch and reduce 151

D DVFS
Meiburg, 2022

If possible direct reduction to Hitting Set, using
a dynamic ILP solver 175

D DiVerSeS Depending on instance: Branch and reduce or
iterative reduction to Hitting Set

160

D Disqualified because of errors but resubmitted † Student submission

6.4. Comparison with other PACE submissions

We briefly discuss the approaches employed by other solvers for the PACE 2022 exact track.
For an overview of the solving approaches, see Table 6.2. This overview is insofar interesting,
as the teams used a large variety and a lot of different approaches in their submissions. In
most cases, we attempted to follow similar approaches and already gave an overview on them
in Chapters 3 and 5. We only considered solvers that solved 150 instances in total on public
and private instances as determined by Großmann et al. (2022).

We compare their running time on instances in Figure 6.5. While only the count of solved
instances mattered for the PACE challenge apart from ties, taking less time is preferable. .

In these comparisons, our solvers had a slight advantage since we took all measures within
our application, eliminating our typical overhead of starting the Java Virtual Machine while
imposing a minor delay by calling the other solvers from within our application. The results
would, however closely resemble typical scenarios where DFVS needs to be solved within some
Java based environment.

This has been implemented in performance.PerformanceMeasurement.
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6.4.1. DAGer

The winning solver of PACE 2022 was DAGer, created by Kiesel and Schidler (2022, 2023)2.

It used the EvalMaxSAT solver for solving Max SAT, Problem 7. They added cycle constraints
dynamically during solving and thereby followed an iterative approach similar to Section 5.1,
however without having to call the internal solver again on each run. It could thus retain its
learned constraints for CDCL.

They only applied the basic and well known reduction rules and immediately proceeded with
interactive solving.

6.4.2. Mount Doom

The idea behind the solver Mount Doom3 by Angrick et al. (2022) was that DFVS is very similar
to Vertex Cover, Problem 2 on instances that mostly contain bi-directed edges (Angrick et al.,
2023). They used an iterative reduction in a similar way as we did in Section 5.1, however
instead of solving the Hitting Set instances via ILPs as in our case, they applied the same
reduction to Vertex Cover that we described in Section 5.5.

Internally, they used WeGotYouCovered to solve Vertex Cover on the iteratively expanded
undirected subgraphs while applying data reduction rules after each addition of gadgets.

6.4.3. G2OAT

G2OAT4 was the only of the more successful solvers directly implementing a branching algorithm
as explained in Section 5.6 (Červený et al., 2022). They heavily rely on data reduction rules.
For preprocessing, they would also use more expensive rules and turn them off during branching.

As a lower bound, they first greedily remove maximal bi-directed cliques, then compute a lower
bound for Vertex Cover on the undirected subgraph using Linear Programming. They then
remove all vertices incident to bi-directed edges, apply reduction rules on the remaining graph
which is a subgraph of the directed subgraph. When only directed edges remain, they pack
disjoint cycles.

2Dagger, André Schidler, GitHub https://github.com/ASchidler/dfvs
3Mount Doom, Ben Bals, GitHub https://github.com/BenBals/mount-doom/tree/exact
4G2OAT, Prague Technical University GitLab

https://gitlab.fit.cvut.cz/pace-challenge/2022/goat/exact/

https://github.com/ASchidler/dfvs
https://github.com/BenBals/mount-doom/tree/exact
https://gitlab.fit.cvut.cz/pace-challenge/2022/goat/exact/


122 Solving DFVS in Theory and Practice · Master Thesis Enna Gerhard

6.4.4. DVFS

DVFS5 relied entirely on a Hitting Set formulation as we described in Section 5.1 (Meiburg,
2022). They only applied the most basic Reduction rules 4, 5 and 11 and quickly proceeded
to finding an initial set of induced cycles. Whenever possible, they would try to enumerate all
induced cycles. The set of cycles would then be used as a Hitting Set and, if not all cycles
were enumerated, interactively increased using SCIP as an interactive ILP solver.

6.4.5. DiVerSeS

DiVerSeS6 decided on using branch-and-reduce based solving or iterative Hitting Set based
solving using FindMinHS7 (Swat, 2022b) depending on the instance. Its heuristic variant (Swat,
2022a) was the winner on the heuristic track.

6.5. Creating an improved solver

Before the results of the PACE challenge were published, we were not aware of EvalMaxSAT,
although we evaluated using SAT based solving using an SMT solver. Using the simple reduction
explained in Section 2.3.5 on page 31, we were able to directly use it within our iterative
solver replacing the ILP solver. We already incorporated this alternative solving approach in
our observations in Section 6.3.

Consequently, we are able to build an improved solver. We keep the iterative ILP for directed
instances, where it had vastly better performance than Max SAT. Otherwise we first perform
Vertex Cover based solving before we resort to iterative Max SAT, as it proved more stable and
there would be hope for it completing on instances that are structurally unsolvable for the Vertex
Cover solver. We use a slightly larger time limit on Vertex Cover instances. Furthermore, we
improved our Vertex Cover based solving approach to also reduce arbitrarily large cycles, even
though this was never necessary on our dataset. The updated approach is shown in Figure 6.6.

We can observe the result in Figure 6.7. When comparing this with our submitted solver, we
solve nine additional instances. Our new solver is still outperformed by DAGer on almost all
instances. We however were able to close the gap on a couple of instances and were even
able to finish computing on an instance that DAGer did not solve on our setup within the time
limit.

5DVFS_PACE2022, Timeroot, GitHub https://github.com/Timeroot/DVFS_PACE2022/
6pace-2022, Sylwester Swat , GitHub https://github.com/swacisko/pace-2022
7David Stangl, findminhs, GitHub https://github.com/Felerius/findminhs/

https://github.com/Timeroot/DVFS_PACE2022/
https://github.com/swacisko/pace-2022
https://github.com/Felerius/findminhs/


6. Practical Evaluation 6.5. Creating an improved solver 123

Read input

3 Data reduction

5.1 Iterative ILP5.5 Vertex Cover

5.1 Iterative Max SAT

TimeoutTimeout

5 min 30 min

25 min Solution

More uni-directedMore bi-directed
Already solved

Figure 6.6.: Overview of our improved solving approach

This has been implemented in exact.ImprovedDfvsSolver.
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7. Conclusion

We have presented several approaches to solve DFVS in theory and practice. We will first give
an overview of our most interesting contributions and important observations.

After that, we discuss how research on DFVS and very similar related problems could be de-
veloped further. Parts of our observations can also be translated to the practical solving of
other NP-hard problems. We furthermore review the research process itself and possible future
applications of DFVS.

7.1. Summary

We were able to reach the main objectives of this thesis. We furthermore made several interest-
ing observations that we also presented.

We have presented an overview of the existing data reduction rules. For each rule, we presented
basic information on its running time and its effect on the graph, the origin of the rule and how
it can be applied.

We repeated the important result of Lin and Jou (2000), that only induced cycles are relevant
for solving. Based on this result, we created Reduction rules 14 and 15 that each solve the NP-
complete inverse Edge on Induced Cycle problem heuristically to be able to remove edges.
We have obtained both a rule that can be computed quickly and another that is more effective
at the expense of slightly more, though still polynomial, running time.

We furthermore presented Reduction rules 17 and 18 that generalize the domination based
rules that have been known for a long time and are directed adaptations of reduction rules
for Vertex Cover from bi-directed edges to longer cycles. When incorporating our results from
the searches we performed for the Edge on Induced Cycle problem, we are able to further
generalize the cycle domination based rules. We present this generalization for bi-directed
edges in Reduction rule 16 on page 64.
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Regarding steps towards a polynomial kernel for DFVS, we demonstrated that Reduction rule 14
on page 60 allows us to subsume the more complicated rules of the kernel of Bergougnoux et al.
(2021) without the need to supply a feedback vertex set of our instance. At the same time, we
were able to show that this is not sufficient as a kernel for general DFVS.

We have implemented the most promising data reduction rules and made this implementation
open source. We were able to verify their effect and gave an overview on their performance
on different types of instances. Future implementations could use this as the basis for selecting
fitting reduction rules for the instances that need to be solved.

Regarding the practical approaches to solving reduced instances, iteratively solving Hitting Set
proved most effective. Our linear reduction to Integer Linear Program however had a good
trade off with regard to its overall stability and performance and presented an approach that
to our knowledge was unique among the challenge participants.

Wewere able to improve the reduction from Hitting Set to Vertex Cover with improved gadgets
that we have discovered. These allow us to use a single gadget where we would have needed
multiple. This therefore substantially reduces the number of created vertices and edges. Since
it completed very quickly on a large number of instances that mostly resemble a Vertex Cover
problem, we used a Vertex Cover as the primary solver for the respective instances.

On graphs with mostly longer cycles, our existing strategy of an iterative reduction to Hitting
Set and further reducing this to Integer Linear Program remained successful. Notably, this
solving strategy completed on an instance that DAGer did not solve within the time limit.

We were able to modify our solver to be able to compete with the winning submission of the
PACE challenge, DAGer, by simply adapting their internal Max SAT solver. Apart from the
specific reduction itself, we were able to completely reuse our existing iterative implementation
that was initially created for ILP.

Overall, our new combined solver now completes on as many instances as DAGer within the
time limit, although it is slower on most of them. Within our own solver, there was a major
difference between the performance of the ILP solver when compared to the Max SAT solver.
On directed instances, the reduction to ILP was better than Max SAT. At the same time, we did
not even deeply integrate into the external solver to introduce new constraints interactively during
the ongoing computation. We could adapt our technique of choosing the reduction based on
the instance and reducing to ILP as well, also relying on constraints interactively created during
the runtime of the external solver. It is very plausible that the performance of DAGer could be
further improved in this way.
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7.2. Further research on Directed Feedback Vertex Set

The open question of a polynomial kernel for DFVS remains. We provided a small step towards
the possible discovery of such a kernel with our new reduction rule.

We highlighted the importance of induced cycles for solving the problem. Future approaches
might extend upon our search for the absence of such cycles, although we already showed that
eliminating all edges not on an induced cycle would not be sufficient, as we demonstrated in
our example for our kernel in Section 4.3 on page 84.

A practical though not resource efficient way to compute results would be parallelization. The
solvers for Max SAT and ILP that we used to solve the instances we reduced to already support
parallel execution. This would be a natural starting point and, since most of the computation
time was spent on the solving of the problem instead of the data reduction rules, as evident
from Figure 6.4 on page 117, it would apply to the largest part of the computation. Furthermore,
applying a few branching-and-reduce steps could easily be parallelized and might further be
improved by communication between branches solved in parallel. While data reduction did
take long in practice, several of our rules would admit efficient parallelization. All the local rules
can be applied in parallel when ensuring that they are applied disjoint (see Kreowski, Kuske,
et al., 2008). The same applies to our search for edges not on induced cycles, as the set of
induced cycles does not change during deletion.

Vertex-weighted versions of DFVS may be more suitable for practical applications. Fortunately,
large parts of the data reduction rules can be adapted to respect weights, though re-implementing
might require more work for a couple of rules. Edges not on induced cycles as eliminated by
our new Reduction rule 14 on page 60 keep being irrelevant, the rules can thus be used as
previously. Domination rules need to be modified to only include a higher-weight vertex. All the
solving approaches that we explained in Chapter 5 on page 85 can be directly adapted for
weighted DFVS. For ILP and SAT reductions, we associate the constraint with the weight as a
penalty of selecting it. Branching remains completely unchanged, although we might want to
consider new branching strategies accounting for weights. In the worst case, if weights can be
represented with ideally small and possibly scaled integers, we could split vertices and create
the respective number of siblings with copies of their predecessors and successors.

It would furthermore be interesting to look into the practical solving of Subset Directed Feedback
Vertex Set, which can be seen as a generalization of DFVS (Chitnis et al., 2012). We try to
find a subset S ⊆ W of vertices of a subset W ⊆ V (G), such that all cycles passing through
W are covered. If W = V (G), this becomes DFVS. Several rules and solving techniques can
be directly adapted. For example, Reduction rules 4 and 5 do not close any cycles and could
be applied on the whole graph. Several rules for vertices on the edge ofW , that are connected
to vertices in V (G) \W could be introduced to directly include them if they are the only vertex
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in W that lies on a cycle. We would need to modify our searches for example for Reduction
rule 15 not to stop when having found cycles completely within V (G) \W , but could reuse our
arguments if any vertex of such cycles is contained inW .

One of the most effective additions to current solvers would be a support of iteratively solving
DFVS. We could allow the solver to keep its current internal state and allow the later addition
of edges and/or vertices with new edges. This would be comparable to the lazy addition of
constraints to the Max SAT solver as used by DAGer. Alternatively, we could merely provide the
solver with an instance and a minimum DFVS on a large, possibly induced, subgraph of it. This
could be supported by existing FPT algorithms using iterative compression such as the algorithm
of Chen et al. (2008). When adding vertices, we could directly add them into the solution and
attempt performing iterative compression on this solution of size k + 1. Adding edges would
be possible while including either of their vertices if their addition would introduce a cycle that
is not covered by the solution. Both of these additions would be great opportunities for future
PACE challenges, and could for example constitute an additional track.

7.3. Solving other NP-hard problems

Large parts of our methods and methodology may be transferred to solving other problems. We
will first discuss solving approaches and then comment on the research process.

Applying reduction rules first has already been common practice. However, we see a tendency,
given the reduced instance, to perform a reduction to other problems for which highly optimized
solvers exist. This was the approach used by most other successful solvers within the PACE
challenge. Furthermore, many of the used solvers in turn relied on this approach as well, creating
a chain down towards the most basic and at the same time universal problems such as SAT.

Lazy constraint evaluation combined with a good selection of an internal solver gave DAGer
the edge in the PACE challenge. Otherwise, our practice of selecting the specific solving ap-
proach based on instance parameters was of great practical use, especially when instances
have structures that closely map to another problem as in our case Vertex Cover.

From the methodological point of view, we have been fairly successful in using an easy-to use
and rather high-level programming language. We were programming in a very flexible envi-
ronment, were able to rapidly prototype our ideas and were able to implement them easily.
Our development style was further supported by the fact that solving the problem was arguably
easiest to perform via reduction. We were able to externalize the “heavy lifting” to a highly
optimized native implementation and reduced the impact of our implementation not being fully
optimized.
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We furthermore hugely benefited from automated testing. Several teams slipped up in some
minor detail and were disqualified. We essentially performed a fuzzing by computing the mini-
mum solution with different combinations of enabled data reduction rules and several different
solving approaches that were implemented largely independently. Using this approach, we
were able to quickly identify subtle errors in our implementation that would only occur in very
rare edge cases. Finally, we performed mutation based testing1 to assess which parts of our
code were actually tested and paid greater attention on sections that were not covered by tests.

7.4. Future practical applications

Several practical applications on graphs may benefit from computing a minimum DFVS and
then performing further computations, for example using dynamic programming on the remain-
ing directed acyclic graph. Vertices in the DFVS would be handled separately. This would
both follow the idea of Kuosmanen et al. (2018) and could use their approach of transferring
dynamic programming from sequences to directed acyclic graphs using a Path Cover.

As such, DFVS might become much more relevant when even larger parts of our economy, for
example transportation become digitized and thus centrally manageable. For much frequented
systems, the gains of exact algorithms versus approximation or heuristics based approaches
may outweigh the additional computational costs and resource footprint of exact computation.

1Using PIT, https://pitest.org/, which provides great support for mutation based testing in the Java ecosys-
tem, since it does not have to rely on compiled code which would be far harder to perform mutations on.

https://pitest.org/
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A. Appendix

A.1. Thanks

I would like to thank everyone that supported me during the creation of this thesis. From the
members of the original project to the theory group in which we continued our research to
everyone that made me a cup of tea while I was writing: thank you! I was able to write in the
most hospitable of places – from staying with friends to spontaneous co-working sessions to all
the lovely cafes and tea rooms, both locally and abroad.

It is needless to say that I will always remember this special time of working on the Directed
Feedback Vertex Set problem.

A.2. Implementation

The implementation can be found in the GitLab repository of the department at https://
gitlab.informatik.uni-bremen.de/grapa/java. The packages of the solver are located
at de.uni.bremen.grapa.solver, the packages of the library at de.uni.bremen.grapa.library.

An archive containing the source code of the improved solver and the extended performance
measurements conduced for this thesis accompanies this submission.

A.3. Tables

The following pages contain detailed information regarding the effects of data reduction rules
and different solving approaches.

https://gitlab.informatik.uni-bremen.de/grapa/java
https://gitlab.informatik.uni-bremen.de/grapa/java
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Before reduction After reduction Reduct.
Ins. n m undir. k n m undir. k Time Type
051 32k 246k 116k 21k 69 271 134 45 817 ms UNDIR
052 16k 77k 38k 10k 13 62 31 9 241 ms VC
053 2047 10k 1 58 742 4k 10 55 6 s DIR
054 15k 103k 37k 8k 1962 10k 4k 1215 1233 ms UNDIR
055 16k 149k 74k 12k 1638 10k 5k 1171 886 ms VC
056 2048 31k 15k 1741 1123 12k 6k 893 145 ms VC
057 1024 25k 12k 915 643 11k 5k 545 95 ms VC
058 32k 304k 144k 24k 7k 50k 25k 4k 6 s UNDIR
059 32k 304k 144k 24k 6k 44k 22k 4k 4 s UNDIR
060 32k 272k 116k 21k 7k 47k 23k 4k 6 s UNDIR
061 1023 5k 2 73 514 3k 17 70 2486 ms DIR
062 32k 255k 102k 20k 6k 42k 20k 4k 6 s UNDIR
063 32k 288k 130k 22k 7k 55k 27k 5k 5 s UNDIR
064 2035 25k 10k 1469 1731 17k 8k 1256 354 ms UNDIR
065 32k 255k 102k 20k 5k 38k 18k 3k 4 s UNDIR
066 32k 238k 90k 19k 6k 39k 18k 4k 5 s UNDIR
067 2015 22k 7k 1314 1647 15k 6k 1112 2570 ms UNDIR
068 32k 238k 90k 19k 5k 36k 17k 3k 5 s UNDIR
069 2047 6k 1 68 634 3k 15 64 3 s DIR
070 65k 288k 137k 38k 0 0 0 0 1486 ms VC
071 65k 303k 151k 40k 14 60 30 10 1753 ms VC
072 65k 303k 151k 40k 14 62 31 10 1712 ms VC
073 2040 27k 11k 1526 1735 19k 9k 1301 296 ms UNDIR
074 1024 25k 12k 918 700 12k 6k 602 105 ms VC
075 1023 3k 4 55 388 1893 7 52 1060 ms DIR
076 65k 653k 310k 48k 21k 163k 81k 15k 27 s UNDIR
077 2016 22k 7k 1345 1664 15k 6k 1138 2138 ms UNDIR
078 65k 618k 278k 46k 23k 182k 90k 16k 25 s UNDIR
079 65k 652k 310k 48k 21k 165k 82k 15k 27 s UNDIR
080 64k 548k 220k 42k 20k 138k 66k 13k 24 s UNDIR
081 2048 28k 12k 1570 1731 20k 10k 1322 183 ms UNDIR
082 130k 573k 272k 76k 6 24 12 4 5 s VC
083 131k 603k 301k 80k 84 430 215 56 4 s VC
084 1023 5k 0 73 563 3k 10 71 2918 ms DIR
085 131k 604k 302k 80k 47 214 107 32 5 s VC
086 131k 604k 302k 80k 35 164 82 25 4 s VC
087 1024 23k 10k 842 969 19k 9k 797 217 ms UNDIR
088 2005 22k 8k 1322 1585 14k 6k 1074 1716 ms UNDIR
089 32k 320k 160k 25k 7k 49k 24k 5k 4 s VC
090 2043 27k 11k 1518 1783 20k 9k 1332 270 ms UNDIR
091 32k 321k 160k 25k 6k 46k 23k 4k 3 s VC
092 1023 5k 0 65 548 3k 9 65 3 s DIR
093 4k 62k 28k 3k 3k 48k 24k 2822 604 ms UNDIR
094 1023 3k 6 57 424 2010 8 55 1329 ms DIR
095 883 1799 7 51 243 855 12 46 103 ms DIR

Table A.1.: Effects of reduction with all reduction rules enabled
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Iterative Hitting Set Partial order
Ins. ILP Max SAT Vertex Cover ILP DAGer
051 1461 ms 2233 ms 1617 ms 1478 ms 808 ms
052 501 ms 579 ms 535 ms 446 ms 341 ms
053 14 s 18 min 2062 ms
054 3 s 9 s 3 s 3 s 537 ms
055 3 min 39 s 1985 ms 16 s 992 ms
056 9 min 33 s 6 min 1083 ms
057 8 min 27 s 3 min 1815 ms
058 3 min 32 s 7 min 2755 ms
059 5 min 123 s 23 s 21 s 2494 ms
060 4 min 137 s 18 s 25 s 3 s
061 95 s 89 s
062 64 s 85 s 16 s 18 s 2741 ms
063 7 min 155 s 17 s 35 s 4 s
064 63 s 1991 ms
065 120 s 85 s 12 s 15 s 3 s
066 81 s 76 s 13 s 25 s 4 s
067 85 s 2148 ms
068 52 s 53 s 13 s 22 s 4 s
069 37 s 14 min 6 s
070 3 s 2968 ms 4 s 3 s 1792 ms
071 3 s 3 s 3 s 3 s 1765 ms
072 2903 ms 3 s 3 s 3 s 1482 ms
073 65 s 22 min 1953 ms
074 36 s 6 min 8 s
075 174 s 49 s
076 62 s 52 s
077 173 s 2043 ms
078 65 s 86 s
079 72 s 28 s
080 11 min 55 s 92 s
081 55 s 21 min 4 s
082 17 s 10 s 11 s 10 s 3 s
083 10 s 9 s 8 s 10 s 3 s
084 6 min 3 min
085 10 s 10 s 8 s 10 s 4 s
086 10 s 9 s 7 s 10 s 3 s
087 32 s 3 s
088 139 s 1940 ms
089 4 min 21 s 36 s
090 78 s 2515 ms
091 4 min 175 s 21 s
092 158 s 160 s
093 137 s 14 s
094 27 min
095 23 min

Table A.2.: Performance of individual solving techniques on individual instances
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Before reduction After reduction Reduct.
Ins. n m undir. k n m undir. k Time Type
053 2047 10k 1 58 742 4k 10 55 6 s DIR
061 1023 5k 2 73 514 3k 17 70 2486 ms DIR
069 2047 6k 1 68 634 3k 15 64 3 s DIR
075 1023 3k 4 55 388 1893 7 52 1060 ms DIR
084 1023 5k 0 73 563 3k 10 71 2918 ms DIR
092 1023 5k 0 65 548 3k 9 65 3 s DIR
094 1023 3k 6 57 424 2010 8 55 1329 ms DIR
095 883 1799 7 51 243 855 12 46 103 ms DIR

051 32k 246k 116k 21k 69 271 134 45 817 ms UNDIR
054 15k 103k 37k 8k 1962 10k 4k 1215 1233 ms UNDIR
058 32k 304k 144k 24k 7k 50k 25k 4k 6 s UNDIR
059 32k 304k 144k 24k 6k 44k 22k 4k 4 s UNDIR
060 32k 272k 116k 21k 7k 47k 23k 4k 6 s UNDIR
062 32k 255k 102k 20k 6k 42k 20k 4k 6 s UNDIR
063 32k 288k 130k 22k 7k 55k 27k 5k 5 s UNDIR
064 2035 25k 10k 1469 1731 17k 8k 1256 354 ms UNDIR
065 32k 255k 102k 20k 5k 38k 18k 3k 4 s UNDIR
066 32k 238k 90k 19k 6k 39k 18k 4k 5 s UNDIR
067 2015 22k 7k 1314 1647 15k 6k 1112 2570 ms UNDIR
068 32k 238k 90k 19k 5k 36k 17k 3k 5 s UNDIR
073 2040 27k 11k 1526 1735 19k 9k 1301 296 ms UNDIR
076 65k 653k 310k 48k 21k 163k 81k 15k 27 s UNDIR
077 2016 22k 7k 1345 1664 15k 6k 1138 2138 ms UNDIR
078 65k 618k 278k 46k 23k 182k 90k 16k 25 s UNDIR
079 65k 652k 310k 48k 21k 165k 82k 15k 27 s UNDIR
080 64k 548k 220k 42k 20k 138k 66k 13k 24 s UNDIR
081 2048 28k 12k 1570 1731 20k 10k 1322 183 ms UNDIR
087 1024 23k 10k 842 969 19k 9k 797 217 ms UNDIR
088 2005 22k 8k 1322 1585 14k 6k 1074 1716 ms UNDIR
090 2043 27k 11k 1518 1783 20k 9k 1332 270 ms UNDIR
093 4k 62k 28k 3k 3k 48k 24k 2822 604 ms UNDIR

052 16k 77k 38k 10k 13 62 31 9 241 ms VC
055 16k 149k 74k 12k 1638 10k 5k 1171 886 ms VC
056 2048 31k 15k 1741 1123 12k 6k 893 145 ms VC
057 1024 25k 12k 915 643 11k 5k 545 95 ms VC
071 65k 303k 151k 40k 14 60 30 10 1753 ms VC
072 65k 303k 151k 40k 14 62 31 10 1712 ms VC
074 1024 25k 12k 918 700 12k 6k 602 105 ms VC
082 130k 573k 272k 76k 6 24 12 4 5 s VC
083 131k 603k 301k 80k 84 430 215 56 4 s VC
085 131k 604k 302k 80k 47 214 107 32 5 s VC
086 131k 604k 302k 80k 35 164 82 25 4 s VC
089 32k 320k 160k 25k 7k 49k 24k 5k 4 s VC
091 32k 321k 160k 25k 6k 46k 23k 4k 3 s VC

Table A.3.: Overview of properties of instances grouped by instance type
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Iterative Hitting Set Partial order
Ins. ILP Max SAT Vertex Cover ILP DAGer
053 14 s 18 min 2062 ms
061 95 s 89 s
069 37 s 14 min 6 s
075 174 s 49 s
084 6 min 3 min
092 158 s 160 s
094 27 min
095 23 min

051 1461 ms 2233 ms 1617 ms 1478 ms 808 ms
054 3 s 9 s 3 s 3 s 537 ms
058 3 min 32 s 7 min 2755 ms
059 5 min 123 s 23 s 21 s 2494 ms
060 4 min 137 s 18 s 25 s 3 s
062 64 s 85 s 16 s 18 s 2741 ms
063 7 min 155 s 17 s 35 s 4 s
064 63 s 1991 ms
065 120 s 85 s 12 s 15 s 3 s
066 81 s 76 s 13 s 25 s 4 s
067 85 s 2148 ms
068 52 s 53 s 13 s 22 s 4 s
073 65 s 22 min 1953 ms
076 62 s 52 s
077 173 s 2043 ms
078 65 s 86 s
079 72 s 28 s
080 11 min 55 s 92 s
081 55 s 21 min 4 s
087 32 s 3 s
088 139 s 1940 ms
090 78 s 2515 ms
093 137 s 14 s

052 501 ms 579 ms 535 ms 446 ms 341 ms
055 3 min 39 s 1985 ms 16 s 992 ms
056 9 min 33 s 6 min 1083 ms
057 8 min 27 s 3 min 1815 ms
071 3 s 3 s 3 s 3 s 1765 ms
072 2903 ms 3 s 3 s 3 s 1482 ms
074 36 s 6 min 8 s
082 17 s 10 s 11 s 10 s 3 s
083 10 s 9 s 8 s 10 s 3 s
085 10 s 10 s 8 s 10 s 4 s
086 10 s 9 s 7 s 10 s 3 s
089 4 min 21 s 36 s
091 4 min 175 s 21 s

Table A.4.: Performance of solving techniques grouped by instance type
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